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Introduction

Most of this guide consists of UNIXhan pages that describe the applications included in the WFDBv@&Mrm
Database) Software Package (and related software fromdaimgskit). This introduction contains important infor-
mation about how to interpret the material in the main sectiof the guide, and about common conventions for
using all of the WFDB applications that are not describedhgnrhain sections. The FAQ that follows this introduc-
tion contains additional information that will be partiadly helpful if you are using MS-Windows (but it may be of
interest even if you are not).

Using this Guide

The organization follows the traditional arrangement & tINIX Reference Manual: section 1 contains programs,
section 3 contains libraries, and section 5 contains filmé&is. In the UNIX Reference Manual, sections 2 and 4
are reserved for system calls and device interfaces ragphtthese sections do not exist in this guide. Following
convention, a citation such adann(1) refers to the page titlediann in section 1 of this guide.

A man "page” may span more than one physical page, although mostd&achman page in section 1 of this
guide documents one or more applications, as indicateceiN&ME section at the top. Th8YNOPSISappears
next; it illustrates the form of the command line needed tothe application. In the synopsispldfaceindicates
text to be typed as is, antalics indicate replaceable arguments; brackets ([], whichrartgo be typed) surround
arguments that may be omitted, and ellipses (...) follonuargnts that can be repeated. TDESCRIPTION
sections are intentionally terse; this is a reference mlaamuhinot a tutorial introduction to the software described
within. In those cases for which relevant tutorial mateezists elsewhere, references appear inSE& ALSO
sections of eacman page. A unique feature of this guide is tB®URCE section at the end of each page, which
provides a URL where you may find the current version of these(s) for each application.

On each page, the footer indicates the date when that pagkstasvised, and (in most cases) the version of
the WFDB Software Package that was current at that time. Ardate and version number do not mean that the
page is out-of-date; rather they mean that the materiakiteston that page remains current.

Under GNU/Linux or Unix, if the WFDB Software Package hasrbéestalled on your system, you can also
access the information contained in the main sections sfghide usingnan and related programs. For example,
to see the manual page fatsamp, run the command

man rdsamp

(This also works under MS-Windows if you have installed thg®in package, which includes timean utility for
formatting and reading manual pages.) In some cases you ey to addusr/local/man to your MANPATH
environment variable, in order to make these pages acdegsiman.

An HTML version of this guide is also available (attp://www.physionet.org/physiotools/wag).

Using WFDB Applications

If you have not used any of these programs before, you maytoesd up your environment properly so that WFDB
applications can find their input files. Ssetwfdb(1) in this guide for information about doing this; a moreaiktd
discussion may be found in the first chapter of WWEDB Programmer’s Guiden the section about the database
path.

WFDB 10.4.3 10 May 2006 v
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Certain types of command-line arguments are used by marheddpplications described in this guide. These

include:

time

record

Where this appears, substitute the name of a WFDB recarcecord name isnot a file name! The first
part of the name of a .hea file is the name of the record to wiiiehhea file belongs; so the record name
corresponding to ‘100.hea’ is ‘100’. For example, MIT-BIHrAythmia Database record names are 3-digit
numbers, AHA Database record names are 4-digit number&argpean ST-T Database record names begin
with lowercase ‘e’, followed by a 4-digit number. Record resmmay contain letters, digits, and underscores.
Case is significant in record names that contain letters) Bwvenvironments such as MS-Windows for which
case translation is normally performed by the operatingesyon file names; thus ‘e0104’ is the name of a
record found in the European ST-T Database, whereas ‘EG4®4t. Once again: a record namenis a file
name; record names never include an extension (.hea, tdat, e

Wherever a record name can be supplied to a WFDB applicatmmnmay include path information if nec-
essary. For example, if the WFDB path includes the curremstctiiry, and if the current directory includes
a subdirectory named ‘myecords’, and that directory contains a record named ‘@@&', you can supply
‘my _records/recor®3’ as arecord argument. See th&/FDB Programmer’s Guidéor further details on
record names.

Each PhysioBank database directory includes a text file d&®®B€ORDS, which lists the record names for
all records in that directory.

annotator

Where this appears, substitute an annotator nafmmotator names arenot file names! The suffix (ex-
tension) of the name of an annotation file is the annotatorenfamthat file; so, for example, the annotator
name for ‘e0104.atr’ is ‘atr'’. The special annotator namte fa used to name the set ofference annotations
supplied by the database developers. Other annotatiohae¢sannotator names that may contain letters,
digits, and underscores, as for record names.

Each PhysioBank database directory includes a text file daaNNOTATORS, which lists the annotator
names for all annotation files in that directory.

Where this appears, substitute a stringstandard time format Time arguments generally specify elapsed
times from the beginning of the record (for exceptions ta thile, see the section on teetim function in
the WFDB Programmer’s Guide Examples of standard time format:

2:14.875 2 minutes + 14.875 seconds
143 143 seconds (2 minutes + 23 seconds)
4:02:01 4 hours + 2 minutes + 1 second
4:2:1 same as above
512345 12345 sample intervals
e time of the end of the record

signal

Where this appears, substitute a signal number. Signal atswve integers; the first signal in each record is
signal 0. In printed documentation for the databases, Eglaays appear with signal 0 at the top, signal 1
beneath, etc.

signal-list

Vi

Where this (or signal ..!) appears, you may specify more than one signal in any disirder; separate the
signal numbers using spaces. Unless otherwise noted, al sigty appear more than once, or not at all, in a
signal list. In most cases, the end of the signal list is urigodus (since signal numbers are never negative,
an option argument beginning with ’-’ is a reliable indicgtoln unusual cases, you may need to arrange
options so that the signal list is at the end of the commansk ¢inat it is followed by an argument that cannot
be interpreted as a signal number.

10 May 2006 WFDB 10.4.3
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Frequently Asked Questions
(and Frequently Exclaimed Exclamations)

| double-clicked on the program icon, and nothing happens!
| typed the program name in the 'Run...” dialog, and nothing happens!
Don't do this!

With few exceptions, PhysioToolkit applications runtaxt mode (i.e., they do not include a graphical user
interface). These programs are intended to be run withinrait&l emulator using a command-line interface. In
most cases, if you attempt to run them by clicking on theinikor names, or by entering the program name in the
MS-WindowsRun... dialog box, these programs will open a DOS box, print a usagensary, and exit, usually
much too fast for you to read anything.

By far the best way to use these programs under MS-Windowesiistall a Unix-compatible terminal emulator
and shell in which to run them. The best of these is also ffgggu have not already done so, download and install
the Cygwin software package frohttp://www.cygwin.com/. This package includdsash the GNU Bourne Again
Shell and a terminal emulator in which to run it. After a stardlinstallation of Cygwin, you can launch a terminal
emulator andashby clicking on the Cygwin icon that will have been installadyour desktop.

If you do not wish to use Cygwin, it is possible to run thesel@pgions within a DOS box, but there are many
limitations of command.comthat may prove frustrating. In particulaxpommand.comsupports a relatively small
space for environment variables that is not secure agairfgrtoverruns, and has idiosyncratic filename globbing
behavior.

What does the message "init: can’t open header for ...” mean?

This message can be produced by any application linked ta/fF@B library, includingrdsamp(1) andrdann(1).

In order to read data files, these applications need to finchddrgheg) file for the input record you specify. The
message indicates that the header file was not found in ammgaXpected places, or that it was unreadable. There
are three common reasons why this can happen:

e Therecord name supplied to the application is not correct. Record saamenot file names (if this doesn’t
sound familiar yet, go back and read the introduction agdinyou wish to read, for example, a signal file
namedslp60.datusingrdsamp, you must specify the name of the record to which this file bgs&lp60)
after the-r option, and not the name of the file itself. Whatever followst” can’t open header for ..." is what
the application thinks is the name of the record you wish talreAlso, be aware that case matters in record
names, even under operating systems that ignore case iafilesy ThusSLP60' is not a valid record name;
"slp60’ is.

e The header file is missing. If you download signalat) or annotation (atr, .qrs, etc.) files, be sure to
download the correspondingeafiles from the same locations.

e The list of locations to be searched does not include thetitmtaf the header file. WFDB applications
find their input files by searching a list of locations spedifiey the WFDB path (the environment variable
WFDB, or a default list of locations if WFDB has not been set). TheEDIB path normally includes the
current directory, but this may not be true if the WFDB patls baen modified; the current directory must
appear explicitly (either as a ".” or as an empty componenh@path) in order to be included in the list of
locations to be searched. For further information, see "Dhatabase Path and Other Environment Variables

in theWFDB Programmer’s Guide
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How can | save the output of ... in a file?
How can one program read another’s output?
If you are running programs from a command prompt (by typiagnmands into a terminal emulator window or an
MS-DOS box), these things can be done easily.

If you have ever used GNU/Linux, Unix, or MS-DOS, you may haaptured the output of a program by
redirectingit to a file, like this:

foo >bar

The > operator redirectfoo’s standard output (which would normally appear on-scréso)a file namedar.
If bar exists already, its contents are replaced. If you wish teeagfpo’s output to whatever is already contained
in bar, use a command such as this instead:

foo >>bar

There is an analogous operator that arranges for a progstamsard input (which would normally be read from
whatever you type on the keyboard) to be read from a file inkstea

baz <bar

Here, the< operator arranges fdraz to read its input from a file namdghr. If bar was created bjoo, then
this command allowbaz to readfoo’s output.
You can combine input and output redirection in a single camdusing the pipd)operator:

foo | baz

This command run$oo and sends its standard output directlybaz, without requiring an intermediate file.
True multitasking operating systems such as Unix and GNukiallow both programs to run (apparently) simul-
taneously; under MS-DOS or MS-Windows, the first programsrtsn completion before the second one begins
execution.

You can use these techniques whenever you run programs foamaand prompt, whether those programs are
among those available here or obtained from some other solYimu can use the same techniques with programs
you write yourself; the only requirement is that your pragsamust read from the standard input and write to the
standard output (i.e., they must not attempt to bypass #melatd input/output mechanism by reading directly from
the keyboard or writing directly to the screen).

These operatorsy, >>, <, and|) are supported by all shells (command interpreters) unaex,. GNU/Linux,
and MS-DOS (including those that run within MS-DOS boxes threo types of terminal emulators under MS-
Windows). For further information, please refer to the dmeumtation for your shell or command interpreter.

Where else can | find answers to my questions about this softwe?
If you haven't read the introduction to this guide yet, do swn It answers many frequently asked questions
by describing the common behavior of many of the WFDB apfiices. It also describes the typographic and
organizational conventions used in the remainder of thideyu

Many more questions are asked and answered in the PhysiéiQettftp://www.physionet.org/faq.shtml).

viii 10 May 2006 WFDB 10.4.3



NAME
a2m, ad2m, ahacwert, m2a, md2a — caerting between MIT and AHA DB formats

SYNOPSIS
a2m -iahafile-r record -a annotator| options... ]
ad2m -iahafile-r record[ options... ]
ahacorvert ahafile...
m2a -r record -a MIT-annotator AHA-annotatofr options... ]
md2a -oahafile-r record[ options... ]

DESCRIPTION
These programs can be used tovetnAHA DB distribution files from half-inch 9-track tape, COORIS,
or floppy disks to MIT (PhysioBank) format (i.e., formats that can be read directly by programs compiled
with thewfdb(3) library), or to cowert files in MIT format into AHA DB tape distribution format (ogen-
sion to AHA DB CD-ROM/floppy disk distribution format is not supported). All of these programs print a
brief usage summary if woked with no command-line arguments, or withheoption.

a2m
Usea2mto corvert AHA-format annotation files into MIT format. Options faBminclude:

-stime Shift annotations forward by the specifigéahe (default: no shift for type 0 input files, 5 minutes
for type 1, 2 hours and 30 minutes for typef@; type 3, the default is 5 minutesécordis of the
form n2nn or n3nn, or 2 hours and 30 minutes iiécordis of the formnOnn or n1nn).

-t type Corvert an input file of the specifiagtpe(0: a file produced by a WFDB application uspgann
andWFDB_AHA_WRITE mode; 1: an AHA DB ‘short format’ tape file; 2: an AHA DB ‘long
format’ tape file; 3: an AHA DB compressear{o) CD-ROM or floppy disk file). Input files of
types 1, 2, and 3 are assumed to contain annotation times in milliseconds, whichveredon
sampling intervals based on an assumed sampling freguen250 Hz. Default: type 3 is
assumed ifhafileends with. ANO or .ano; type 0 is assumed otherwise.

ad2m
Usead2mto corvert AHA-format signal files into MIT format. Options fad2m include:

-C Corvert an AHA DB compresseddmp) floppy disk file (this is the default iéhafile ends with
.CMP or .cmp, otherwisead2m assumes that the input is a file in AHA DB tape format).

-f time Begin corverting at the specifietdmerelative o the beginning of the input file (default: 0, i.e., at
the beginning of the input file)

-t time Stop cowerting at the specifietimerelative © the beginning of the input file (deilt: 35 minutes
after the starting time ifecord is of the formn2nn or n3nn, 3 hours ifrecord is of the formnOnn
or nlnn, or the end of the input file, whiclier comes first).

ahacorvert
Useahacorvert to corvert one or more records from an AHA DB CD-ROM into MIT form#&un aha-
corvert without ary command-line arguments for instructions, or see the examples.bBlote: ahacon-
vert is a shell script; to use it successfulpu will need to hee a &ell (standard with all versions of
Unix, and included in the free Cygwin package for M8waws) as well agd2m anda2m, which per
form the actual work of the ceersion.

m2a
Usem2ato corvert MIT-format annotation files into AHA tape format. Options fe2ainclude:

-stime Shift annotation times baclard by the specifieime and corvert them from sample intervals to
milliseconds.

md2a
Usemd2ato corvert MIT-format signal files into AHA tape format. Options fmd2ainclude:

-n new-record
Create a n& header file for the AHA-format output signal file, so that it may be read as record
new-record

WFDB 10.3.2 23 February 2003 1



MIT-format files can be excerpted and reformatted in more generally usefid usingsnip(1) or
xform (1).

ENVIRONMENT
It may be necessary to set and export the shell vanaBIeB (seesetwfdb(1)).

EXAMPLES
AHA Database CD-ROM
AHA DB CD-ROMs contain tw verisons of each recorda 3-minute "short-format" ersion, and a
3-hour "long-format" ersion. Inmost cases, you will &nt to comert only one version of each recordo
convert the short-format records only the contents of the CD-ROM areadable at/mnt/cdrom, type:
ahacorvert /mnt/cdrom/?[23]??.cmp
(The pattern?[23]?? matches the record names of the short-format records.)

To corvert the long-format records onlype:
ahacorvert /mnt/cdrom/?[01]??.cmp

AHA DB floppy disk

To make a \ersion of AHA DB record 1201 in MIT format,\gin the distribution flopp disk, coyy the files
1201.ancand1201.cmpto the current directoryhen type:

ad2m -i 1201.cmp -r 1201 -c

a2m -i 1201.ano -r 1201 -a atr -t 3
These commands produce filE201.dat(the signal file),1201.hea(the header file), anti201.atr (the ref-
erence annotation file), all in the current directoRun ad2m first, so that the we header file is @ailable
for the use oh2m. (In this example, note that the options ’-r 1201, ’-c’, and '-t 3’ are redundant unless
you have renamed the input files, sine@l2m anda2m recognize the record name and file types from the
suffixes otherwise.)

AHA DB short format tape
To dbtain the same files\gin a ‘short format’ 9-track distribution tape, gpfhe second and third files from
the tape into filed201.tapand1201.annin the current directorythen type:
ad2m -i 1201.tap -r 1201
a2m -i 1201.ann -r 1201 -a atr -t 1
The names for the files copied from the tape are arbjtoatydo not use names of files to be generated by
ad2m or a2m (see the previousxample). Notehat the first and fourth files on the distriion tape con-
tain an ‘id’ block, which can be read bgadid (a program included in theorvert directory of the WFDB
Software Package) to verify the record name. Distribution tapes that contain more than one record contain
additional sets of four files,\abys in the same order within each set.

AHA DB long format tape
To make a \ersion of the three-hour AHA DB record 1001 in MIT formategithe ‘long format’ distriloi-
tion tape, cop the second and third files from the tape into fl@91.tapand 1001.annin the current
directory then type:
ad2m -i 1001.tap -r 1001 -t 3:0:0
a2m -i 1001.ann -r 1001 -a atr -t 2
The-t 3:0:0 option is necessary to pent ad2m from truncating the signal file after the first 35 minutes.

Converting AHA DB long format to short format

To make a \ersion of AHA DB record 1201 in MIT format,\@n a ‘long format’ 9-track distribution tape
containing the corresponding three-hour record 1001y ttapsecond and third files from the tape into files
1001.tapand1001.annin the current directorythen type:

ad2m -i 1001.tap -r 1201 -f 2:25:0

a2m -i 1001.ann -r 1201 -a atr -t 1
In this case, thef option instructsad2m to skip the first tw hours and 25 minutes of the ‘long-format’
AHA signal file, and to reformat the remainder (eglént to the 35-minute ‘short-format’ recordhe -t
1 option is used witla2m even though its input file comes from a ‘long-format’ tape, because the annota-
tion times must be shifted only by the amount necessary for a ‘short-format’ tape in this case.
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Sharing signal files for long format and short format AHA DB records

To keep both versions (1001 and 1201) on-line, ertak ‘long format’ version first (see al®), then type:

a2m -i 1001.ann -r 1201 -a atr -t 1
to male a ‘short format’ reference annotation file. Continue (under UNIX) by:

cp 1001.hea 1201.hea
or (under MS-DOS) by:

copy 1001.hea 1201.hea
and edit1201.heareplacing ‘1001’ in the first line (only!) with ‘1201’, and replacing ‘212’ in the second
and third lines by ‘212+6525000’ (see the description of the ‘byte offset’ figldader5)). Althoughtwo
header and reference annotation files are needed, brions can share the same signal file, allowing a
substantial savings in storage requirements. Note that WFDB application programs that read the-‘short for
mat’ record 1201 signal file may report signal checksum errors at the end of the record, unless you also
recalculate the signal checksums (easily done usiig(1) to copy the record; delete the cpmnce the
checksums hee been obtained).

AVAILABILITY
These programs are provided in dw@wert directory of the WFDB Softwarea@kage. Rumake in that
directory to compile and install them if theavenot been installed already.
SEE ALSO
snip(1), xform (1), wfdb(3), header(5)
AUTHOR
George B. Moody (george@mit.edu)
SOURCES
http://www.physionet.org/physiotools/wfdb/ogmt/a2m.c
http://www.physionet.org/physiotools/wfdb/ogmt/ad2m.c
http://www.physionet.org/physiotools/wfdb/ogmt/ahacownert

http://www.physionet.org/physiotools/wfdb/ogmt/m2a.c
http://lwww.physionet.org/physiotools/wfdb/ognt/md2a.c
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NAME
ann2ry rr2ann — cowmert annotation files to interval lists and vice versa

SYNOPSIS
ann2rr -r record -a annotator[ options... ]
rr2ann -r record -a annotator| options... ]

DESCRIPTION
These programs are typically used to obtain RR interval series from ECG annotation files, or to create an
annotation file from such a series, butythavea wider range of uses.

ann2rr
Useann2rr to extract a list of intervals, in text format, from an annotation file. By default, the intervals are
listed in units of sample inteals (usesampfreq(l) to determine the sampling frequegrdd the input record
if necessary). Options f@nn2rr include:

-A Print all intervals between annotation8y default, ann2rr prints only RR intervals (those
between QRS (beat) annotations). This optiesrmides the-c and-p options.

-C Print intervals between conseaativalid annotations only(See discussion below).
-f time Begin at the specifieime. By default,ann2rr starts at the beginning of the record.
-h Print a usage summary.

-i format
Print intervals in the specifiddrmat By default, intenals are printed in units of sample intais
Otherformat includes (seconds)m (minutes),h (hours), and (time interval in hh:mm:ss fer
mat). Formatss, m, and h may be followed by an integer between 0 and 15 inguspecifying
the number of decimal places (default: Bor example, use the optiois8 to obtain intervals in
seconds with 8 decimal places.

-p type[ type... ]
Print intenals ended by annotations of the specitiggesonly. The type aguments should be
annotation mnemonics (e.dN), as normally printed bydann(1) in the third column. More than
one-p option may be used in a single command, and gaoption may hee nore than onéype
argument following it. If typebegins with *-’’, however, it must immediately follav -p (standard
annotation mnemonics do not begin with’, but modification labels in an annotation file may
define such mnemonics).

-P type[ type... ]
Print intervals begun by annotations of the speciiipdsonly.

-t time Stop at the specifieiiine

-v format
Print final times (the times of occurrence of the annotations that end eacll)ntditvis option
accepts all of thdormats defined for-i, as well asT (to print the date and time in [hh:mm:ss
dd/mm/yyyy] if the starting time and datevieabeen recorded in the header file fecord). If this
option is chosen, the times appear at the end of each line of output.

-V format
Print initial times (the times of occurrence of the annotations tigh lzach interal). Any of the
format usable for thev option may be used wittV. If this option is chosen, the times appear at
the beginning of each line of output.

-w Print final annotations (the typesl,(V, etc., as for-p above) of the annotations that end each
interval), immediately following the intervals in each line of output.

-W Print initial annotations (the types of the annotations thginbeach interval), immediately before
the interval in each line of output.

The -c option, used without thep option, causeann2rr to filter out intervals between beats thatvéa
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intervening non-beat annotations, such as rhythm or signal quality change annotdedswith the-P

and-p options, thec option causeann2rr to reject intervals between annotations of the type(s) specified
by -p if there are annotations of ynther types interening; thusfor example,“-c -P N -p N' yields only
intervals between consecuti rormal beats, and intervals between pairs of nhormal beats surrounding an
ectopic beat are discarded from the output. As another exampleR ‘N -p V' y ields premature entricu-

lar coupling intervals only (a coupling intalvis the interval between a normal beat and an immediately
following premature ventricular contraction).

The deéult output contains a single column of intervals only; by usingwhd/, -w, and -W options, up
to five mlumns, separated by tabs, may be output. The order of the columns is fixed (initial times, initial
annotations, intervals, final annotations, final times).

rr2ann
Userr2ann to create an annotation file from the standard input, which should usually be a list @flénterv
in the format produced bgnn2rr. (For exceptions, se€T, -w, and -x belown.) The first tolen on each line
is taken as an interval, and (if thev option is present) the second token is taken as an annotation
mnemonic; anything else on the same line is ignored, as are empty lines, spaces and talgiratitigedie
a line, non-numeric tokens and anything following them on the same ligaiveeintenals, and zero inter
vals. Theoutput consists of a binary annotation fitecord.annotato), and (if it does not exist already) a
text header filerécord.hea). Optiongor rr2ann include:

-F frequency
Assume the specified samplifiggquency This option has no effect unless it is necessary for
rr2ann to create a header filén this case, a sampling frequgnaf 250 Hz is assumed if thé
option is omitted.

-h Print a usage summary.
-T Interpret the input as times of occurrence, rather than as intervals.
-w Set each annotation type from the mnemoNic\{, etc.) in the second column of the input (in the

format produced bgnn2rr using its-w option).

-Xn Multiply input by n to obtain intervals (oiif -T is also used, times of occurrence) in units of sam-
ple intenals). Deéult:n=1.

Note thatwrann(1) also provides a ay to generate an annotation file fromtteUnlike that of rr2ann,
wrann’s input format permits specifying annotation subtypes and other fields.

ENVIRONMENT
It may be necessary to set and export the shell vanabIeB (seesetwfdb(1)).

FILES

record.hea headdile

record.annotator annotation file
SEE ALSO

rdann(1), sampfreq(1), setwfdb(1), wrann(1)
AUTHOR

George B. Moody (george@mit.edu)
SOURCE

http://www.physionet.org/physiotools/wfdb/app/ann2rr.c
http://www.physionet.org/physiotools/wfdb/app/rr2ann.c
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NAME
bxb - ANSI/AAMI-standard beat-by-beat annotation comparator

SYNOPSIS
bxb -r record -a reference-annotator test-annotatpoptions ...]

DESCRIPTION
Using options-C, -L, or -S, bxb implements the beat-by-beat comparison algorithms described in
ANSI/AAMI EC38:1998, theAmerican National Standdrfor Amtulatory ECGs and in ANSI/AAMI
EC57:1998, theAmerican National Standdrfor Testing and Reporting Performance Results ofd@ar
Rhythm and ST Segment Measurement Algorithmb is the reference implementation of these algo-
rithms, and must be used to obtain the beat-by-beat performance statistics cited in EC38 and EC57 in order
to be in compliance with these standards (see EC38, section 5.2.14, and EC57, sectibime4@)-L,
and-S options also gther statistics on RR interval errors, which were considered for inclusion in E@38, b
were @entually dropped from it.

Input to this program consists of dvennotation files associated with the sarerd. One of these is des-
ignated theeferenceannotation file, the other thestannotation file (called the *algorithm’ annotation file
in EC38 and in EC57).

Optionsinclude:

-cfile  Append condensed reports (EC57 Table A.2.1 formdtdeto

-Cfile  As for -c, but report RMS RR interval error and SVEB statistics also.

-f time Begin the comparison at the specifigde (default: 5 minutes after the beginning of the record).

-h Print a usage summary.

-l filel file2
Append line-format reports (EC57bles A.2 and A.3 format) tillel andfile2 respectiely (see
below).

-L filel file2
As for -I, but report RMS RR interval error and SVEB statistics also.

-0 Generate an output annotation file (see below).

-0 Generate an expanded output annotation file (see below).

-sfile  Append standard reports (EC38, section 5.2.14, and EC57, Table 3 forfilat) to
-Sfile  As for-s, but report RMS RR interval error and SVEB statistics also.

-t time Stop the comparison at the specifiede (default: the end of the record if it is defined, the end of
the reference annotation file otherwisé;timeis 0, the comparison ends when the end of either
annotation file is reached).

-V Verbose mode (list all beat label discrepancies; see below).
-w time Set thematd window (default: 0.15 seconds; see below).

The statistics gthered byoxb are based on tallies of ‘matching’ annotations in the reference and test anno-
tation files. Matching annotations need notveaexactly equal annotation times; theatd window speci-

fies the maximum absolute fdifence in annotation times that is permitted for matching annotatixios.
measures the total shutdo time in the test annotation file as the sum of all intervals that begin with a
‘shutdavn’ annotation and that end with a ‘resume’ annotation. (If a period of shutdown does not end
before the end of the record, the creator of the annotation file shodidhedess write a ‘resume’ annota-

tion at the end of the record, in order to permit correct shutdown accounting.) This program follows the
convention for ‘shutdown’ and ‘resume’ annotations adopted for reference annotation files of the European
ST-T database, a cagention compatible with that established for the MBTH Arrhythmia Database: ‘shut-

down’ annotations ar®&lOISE annotations with bits 4 and 5 (i.e., the ‘16’ bit and the ‘32’ bit) of the sub-
type field both set; ‘resume’ annotations AI®ISE annotations with another subtype. The ceention

used in AHA Database reference files, in which unreadable intervals aredrarlonly one ‘shutden’
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annotation placed near the middle of the interval, is also acceptable; in this caseyrshsitaesumed to
begin 150 ms after the previous annotation, and it is assumed to end 150 ms before the following annota-
tion.

At most one ofc, -C, -I, -L, -0, -s, and -S can be gien as an ption. If ‘-’ is given as afile argument,
reports are written on the standard outplfitho options are specifiethxb writes standard reports on the
standard output (eqedlent to using the optiors -). Theoutput generated by selectiAgor -L includes
column headings only if file other than -’ is specified, and only if the specifidite does not alreadyxést.

In this way, bxb can be used repeatedly taild up a line-format table for multiple records, for further pro-
cessing bysumstatg1).

The-o option produces an output annotation file with annotator ratne The output annotation file con-

tains exact copies of all of the test annotatbeat labels that match those of the reference annpgstor

well asNOTE annotations that describe all mismatches. Mismatched annotation types are mapped into the
AAMI ‘test label’ mnemonics, V, F, Q, O, and X; if the-C, -L, or -S option is also specified, the
mnemonics also includg). The‘aux’ field of eachNOTE annotation indicates the element of the confu-

sion matrix in which the mismatch is tallied (elgy, represents anventcalled a normal beat by the refer

ence annotator and a ventricular ectopic beat by the test annotd@FE annotations that correspond to

beats missed by the test annotator are placed at the sample indicated by the reference annotation; all others
are placed at that indicated by the test annotation.

The -O option produces a similar output annotation file, in this case containing not only beat lalzls b
others as well.No summary report is produced- is specified. NOTE annotations produced usin@

contain unmapped annotation mnemonics from the input annotation files. This option, if used together with
-f 0 -w O, identifies all discrepancies between a pair of annotation fitesan be especially useful for
developing reference annotation files fomeecords.

The-v option specifies that each beat label mismatch is described on the standard output in a format similar
to:

N(120188)/V(120191)
where the letters indicate the AAMI mnemonics corresponding to the reference and test annotators’ beat
labels, and the numbers indicate tiree fields (sample numbers) of the reference and test annotations
respectiely. Note thatO andX mnemonics are generated byb as placeholders for missing beat labels;
you will not find them in the input annotation files.

ENVIRONMENT

It may be necessary to set and export the shell vanabIeB (seesetwfdb(1)).

DIAGNOSTICS

non-standad comparison selected
The-f, -0, -t, and -w options modify the comparison algorithm usedbb in ways not permitted
by EC38 or EC57. These options are provided for the usevefopers, who may find them use-
ful for obtaining a more detailed understanding of algorithm errors.

SEE ALSO

ecgeal(1), epicmp(1), mxm(1), rxr (1), setwfdb(1), sumstatg1)

Evaluating ECG Analyzef# theWFDB Applications Guide

American National StanddrANSI/AAMI EC38:1998, Ambulatory Electrocardiographs

American National StanddrANSI/AAMI EC57:1998, ésting and Reporting Performance Results of-Car
diac Rhythm and ST Segment Measurement Algorithms

The last two publications are\ailable from AAMI, 1110 N Glebe Road, Suite 220, Arlingtory 22201
USA (http://www.aami.org/).

AUTHOR

George B. Moody (george@mit.edu)

SOURCE

http://www.physionet.org/physiotools/wfdb/app/bxb.c

WFDB 10.3.0 24 Neember 2002 7



NAME
calsig — calibrate signals of a WFDB record

SYNOPSIS
calsig -rrecord[ options... ]

DESCRIPTION
calsig (formerly knovn ascalibrate) rewrites the header file for a WFDB record, setting the gain and base-
line fields based on measurements it makes, and setting the units fields based on input from the user or from
a alibration file. Normally, calsigis used by specifying a time intahfor the measurements; best results
will be achieved if the specified interval is restricted to one or more squasealibration pulses in each
signal to be calibrated, although sinaw@pulses may be usable if the sampling freqyeamel/or ADC res-
olution is high enough.

The program constructs a smoothed amplitude histogram for each signal and identifiespiadipal

modes. Initially each bin of the histogram counts the number of samples in the analysislifdenvhich

the amplitude has a specifiedlve. Thehistogram is smoothed by applying avipass filter that replaces

the contents of each bin by a weighted sum of fifteen bins centered on the bin of interes [Fireipal

modes in the smoothed histogram must be separated by at least one bin with a count that is less than one-
eighth the count of the larger modi this criterion is not satisfied for avgin sgnal, calsigwarns the user

and does not adjust the gain or baseline for the affected signal.

If a signal list is specified using theoption (see below), only the specified signals are calibrated, and the
gan, baseline, and units fields foryaather signals are left unchangedhus, if calibration pulses are not
simultaneously &ilable in all signals to be calibratedalsig may be run repeatedly with different time
intervals and signal lists.

Optionsinclude:

-cfile  Obtain calibration pulse specifications from the speciileqseewfdbcal(5); default: obtain this
information from the file specified by the environment variddleEDBCAL , or interactvely).

-f time Begin at the specifietimein record (default: the beginning o&cord).
-h Print a usage summary.

-q Instead of using the standard method for calibration, get a ‘quick-and-dirty’ estimate by taking the
signal amplitudes at the starting and ending times (as specifié@dubg-t) as epresentatie d the
low- and high-amplitude phases of the calibration pulse. Use this option only if the standard
method fails; the standard method is more accurate.

-Q Use an alternate ‘quick-and-dirty’ estimate based on the range of signal amplitadésednter
val specified by-f and-t. This method may be easier to use tharor signals with significant
high-frequeng content, since it does not require precise location of sigktaérea. Asnoted
aborve, the standard method is more accurate if it can be used.

-ssignal-list
Calibrate only the signals named in gignal-list(one or more input signal numbers, separated by
spaces; dalult: calibrate all signals).

-t time Process until the specifi¢itnein record (default: 1 second after the starting time).
-V Ask for calibration pulse limits (default: read limits from the calibration file).

ENVIRONMENT
It may be necessary to set and export the shell varisfd3B andWFDBCAL (seesetwfdb(1)).

Calibration files must be located in one of the directories nam@d-inB, the database path. If thevén
ronment \ariableWFDBCAL is set, it names a calibration file that will be read unlessctbgtion is used

to specify a different calibration file. At most one calibration file is read; if more thancomgtion is
given, only the last one isfekctive. If the calibration file does not contain an entry for the type of signal to
be calibratedc¢alsig obtains the information from the user interagii. If the calibration file contains tw

or more entries for the same signal type, only the first entry is used.
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SEE ALSO
setwfdb(1), widbcal(5)

AUTHOR
George B. Moody (george@mit.edu)

SOURCE
http://www.physionet.org/physiotools/wfdb/app/calsig.c
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NAME
coherence — estimate coherence and cross-spectrun tftevseries

SYNOPSIS
coherence -ffile [ options ..]

DESCRIPTION
coherenceestimates the coherence and cross-spectrum of a pair of real-valued time series; as a byproduct
of its calculation of coherence, it also estimates the autospectra of each of its input timeTéerids.
argument specifies the name of a text file containing the samples of the seriesooiuiwns. Thestan-
dard output contains #volumns of numbers (optionally preceded by column headings), which are fre-
queny (Hz), coherence, cross-spectral power (dB), autospectradrp@B) of the first time series, and
autospectral power (dB) of the second time series.

This program is based on arran program by C.R. Arnold, G.C. Cartand J.F Ferrie, as described i
coherence and cross-spectral estimation program’, by G.C. Carter aRérdié; in Programs for Digital
Signal Pocessing edited by the Digital Signal Processing Committee of the IEEE ASSP Society (Ne
York: IEEE Press, 1979). The functions fft842() and its auxiliary functions r2tx(), rdtx(), and r8tx(), are
based on Fortran subroutines by G.D. Bergland and Bolan, as described by them ina'$t Fourier
transform algorithms’, also included Rrograms for Digital Signal Processing

Optionsare:

-f frequency
Specify the sampling frequepnin Hz (default: 250).

-nn Process the input inverlapping chunks of samples (default: 1024For best resultsn should be
a power of two.

-V Print column headings.

-x sx sy Specify multiplicatve scale factors for the tavtime series (defaults: 1)A reasonable choice is to
use the reciprocals of the standardidgons of the respeett time series if these differ signifi-
cantly.

Note that the scale factors generallyéddittle or no visible eiect on the coherence or on the shape of the
spectra. Thehoice of chunk size (using the option) will have a gynificant efect; someexperimenta-
tion may be needed to determine an appropriate chunk size in each case.

SEE ALSO
fft (1)
AUTHOR
George B. Moody (george@mit.edu)

SOURCE
http://www.physionet.org/physiotools/wfdb/psd/coherence.c
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NAME
dfa — cetrended fluctuation analysis

SYNOPSIS
dfa [ option... ]

DESCRIPTION
The method of detrended fluctuation analysis (DFA) hagepraseful in revealing the extent of long-range
correlations in seemingly irregular time series.

Briefly, the time series to be analyzed is first gnéded. Ngt, the integrated time series isvidied into
boxes of equal length. In each box of lengtm, a least squares line (or polynomial ceref arderk) is fit

to the data (representing the trend in that ba¥gxt, we detrend the integrated time series by subtracting
the local trend in each box. The root-mean-square fluctuation of thisdted and detrended time series is
calculated and denoted &&).

This computation is repeatestep all time scales (box sizes), from= minboxto n = maxbox to character-
ize the relationship betweét{n), the arerage fluctuation, and, the box size.Typically, F(n) will increase
with box sizen. A linear relationship on a log-log plot indicates the presence of powe(friactal) scal-
ing. Undersuch conditions, the fluctuations can be characterized by a scafiogeat, i.e., the slope of
the line relatindog[F(n)] to log[n].

This program performs detrended fluctuation analysis on a sequence of data read from the standard input
(which should contain a single column of numbers in text format). The standard output contains tw
columns of numbers, which are the base 10 logarithmmsasfd F(n). Note thatdfa doesnot compute a

scaling &ponent; tado so, fit the output to a line and measure its slope.

Optionsmay include:

-dk Detrend the data using a polynomial ofdeek (1: linear 2: quadratic, etc.).Default:k = 1 (lin-
ear detrending).

-h Print a usage summary and exit.

-i Do not intgrate the input series. Use this option if the input series is already integratexh(fer e
ple, if it represents times of occurrence rather than intervals).

-I minbox
Set the smallest box width. The default, and the minimum allowa&de \for minbox is 2k + 2
(wherek is determined by thed option, see ah@).

-S Perform a sliding winde DFA (measure the fluctuations using all possible boxes at each box
size). Bydefault, fluctuations are measured using nwedapping boxes only Using the-s
option will male the calculation much slower.

-u maxbox
Set the largest box widthThe default, and the maximum allowed valuerfaxboxis one-fourth
the length of the input series.

SEE ALSO
The DA method vas first proposed in Peng C-K, Buldyr8V, Havin S, Simons M, StanjeHE, Gold-
berger AL. Mosaic aanization of DM\ nucleotidesPhys Re E199449:1685-1689.

A detailed description of the algorithm and its application tgsfhogic signals can be found in Peng C-K,
Havlin S, Stanlg HE, Goldberger AL. Quantification of scalingponents and croseer phenomena in
nonstationary heartbeat time seri€haos19955:82-87.

AVAILABILITY
dfa is available as part of PhysioToolkit under the GPL (S€8JRCE below).

AUTHORS
JE Mietus (joe@pysionet.og), C-K Peng, and GB Moogdpased on C-K Peng'aiginal Fortran imple-
mentation.
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SOURCE
http://www.physionet.org/physiotools/dfa/dfa.c
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NAME
ecged — generate and run ECG analyzesleation script
SYNOPSIS
ecgeval
DESCRIPTION
This program generates a Bourne sh&i{1)) script under UNIX, or a batch file under MS-DOS, to com-
pare a set of test annotation files with a set of reference annotation files and a set of reference heart rate
measurement files using the progrdmb(1), rxr (1), mxm(1), andepicmp(1), and then to produce sum-
mary reports by passing the outputs of these prograsiststatg1) andplotstm(1).

ecgeval asks interactiely for the annotator names, the name of the database to be used, and which optional

analyzer outputs are to beahiated. Itthen creates thevauation script, and &érs the user a choice of

running the script immediatelgr exiting (in order to revier and perhaps edit the script before running it).
ENVIRONMENT

It may be necessary to set and export the shell vanabIeB (seesetwfdb(1)).

FILES
dblist
This file, which should be located in one of the directories nam&uHRiyB, contains a list of the
available databases. Each entry is a line containing three tab-separatedtfieldaort name for
the database, the name of a file (which must also be in one of the directories naMEDBY
containing a list of the record names for the database, and a longer name for the d&taipage.
lines and lines beginning with ‘#’ are ignored. The version of this file dig&ibwith the WFDB
software package contains:
MIT DB mitlist MIT-BIH Arrhythmia Database
MITx DB mitxlist ~ MIT-BIH Arrhythmia Database (excluding paced records)
AHA DB ahalist AHADatabase for Evaluation of Ventricular Arrhythmia Detectors
AHAx DB  ahaxlist AHADatabase (excluding paced records)
ESC DB esclist EuropeaBT-T Database
NST DB nstlist NoiseStress Test Database
Cu DB culist CreightorUniversity Sustained Ventricular Arrhythmia Database
SEE ALSO

bxb(1), epicmp(1), mxm(1), plotstm(1), rxr (1), setwfdb(1), sumstatg1)
Evaluating ECG Analyzers

AUTHOR
George B. Moody (george@mit.edu)

SOURCE
http://www.physionet.org/physiotools/wfdb/app/ecge
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NAME
ecgpuvave— QRS detector and avdorm limit locator

SYNOPSIS
ecgpuwave + record -a annotator[ options... ]

DESCRIPTION
ecgpuwave analyses an ECG signal from the specifiexbrd, detecting the QRS comples and locating
the beginning, peak, and end of th&@RS, and ST-T wvdorms. Theoutput ofecgpuwave is written as a
standard WFDB-format annotation file associated with the speeifiedtator This file can be corerted
into text format usingdann(1) or viewed usingvave(1).

The QRS detector is based on the algorithmaosf 8nd Tompkins (reference 1) with some invproents
that male use of slope information (reference 2pptionally QRS annotations can be provided as input
(see optioni), permitting the use ofx¢éernal QRS detectors suchsaps(1) or manually-edited annotations
(which can be created usimgave(1)). Thewaveform limit locator is based on the algorithm described in
reference 3 andveluated in references 3 and 4.

The output annotation file contains RVE ("p") and TWAVE ('t") annotations that indicate the P- and
T-wave peaks, as well as QRS annotations (NORMAN"]"if generated by the built-in QRS detegtor
copies of the input QRS annotations if these were supplempuwave classifies each T aveas type 0
(normal), 1 (iverted), 2 (positre monophasic), 3 (rggtive monophasic), 4 (biphasic gdive-positive), or

5 (biphasic positie-negdive); this numeric classification is written into them field of each TWE
annotation. The ,FQRS, and T wavdorm onsets and ends are marked in the output annotation file using
WFON ("(") and WFOFF ()") annotations.The num field of each WFON and WFOFF annotation desig-
nates the type of awvdorm with which it is associated: O for a Rawve 1 for a QRS complex, or 2 fora T
wave.

Optionsinclude:
-f time Begin at the specifietime (default: the beginning of the record).

-i input-annotator
Read QRS locations from the specifiagut-annotator(and cop them to the output annotation
file). Default: run the built-in QRS detector.

-n beat-type
Specify which beats to process (must be used togetheriyitieat typemay be 0 (default: pro-
cess all beats) or 1 (process only beats labelled as NORMMY). I§y the input annotator).

-sn Analyze signah (default: signal 0).
-t time Stop at the specifidime (default: the end of the record).

ENVIRONMENT
It may be necessary to set and export the shell vaNabIeB (seesetwfdb(1)).

SEE ALSO
rdann(1), sqrs(1), wave(l), wars(1)

REFERENCES
1. Pan J anddmpkins WJ. A Real-Time QRS Detection AlgorithmEEE Tansactions on Biomedical
Engineering32(3):230-236, 1985.
2. Laguna PNew Hectrocardiogaphic Signal Processingedhniques: Application to Long-term Redsr
Ph. D. dissertation, Science Facultiyiversity of Zaragoza, 1990.
3. Laguna PJané R, Caminal.Automatic Detection of W eBoundaries in Multilead ECG Signalsali
dation with the CSE Databaseomputes and Biomedical Reseeln 27(1):45-60, 1994.
4. Jané R, Blasi A, Garcia J, and LagunaEWRluation of an automatic threshold based detector of
waveform limits in Holter ECG with the QT databaseomputes in Cardiology 24:295-298 (1997; \aail-
able at http://www.physionet.org/physiobank/database/qtdbje
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AVAILABILITY
ecgpuwaveis available as part of PhysioToolkit under the GPL (S€2URCE below).

AUTHORS
Pablo Laguna (laguna@posta.unizar.es), Raimon Jané, Eudald Bogatell, and David Vigo Anglada

SOURCE
http://www.physionet.org/physiotools/ecgpawegsrc/
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NAME
edf2mit, mit2edf — covert between EDF and WFDB-compatible formats

SYNOPSIS
edf2mit -i edffile[ options... ]
mit2edf -r record [ options... ]

DESCRIPTION
These programs cuert EDF (European Data Format) files into WFDB-compatible files (as usedy& Ph
ioBank) and vice ersa. EuropeabData Format was originally designed for storage of polysomnograms.

edf2mit reads the specifieddffile and creates WFDB-compatible signal and header files containing the
same data. Options fedf2mit include:

-b Input is in big-endian byte order (default: little-endian).
-h Print a brief usage summary.
-r record

Create the specifiegcord (default: use the patient ID field from the input file as the record name).

-ssignal-list
Copy only the signals named in thegnal-list (one or more input signal numbers, separated by
spaces; delult: copy all signals). Signals are numbered consemltibeginning with zero.This
option may be used to re-order or duplicate signals.

-V Verbose mode (print debugging output).

mit2edf reads the specified WFDB-formacord (header and signal files) and creates an EDF file contain-
ing the same data. Output fromit2edf is aways in the standard little-endian format. Options for
mit2edf include:

-h Print a brief usage summary.
-ofile  Write output to the specifidile (default:record.edf).
-V Verbose mode (print debugging output).

Note that WFDB format does not include a standard way to specify the transducer type or the prefiltering
specification; these parameters are not preserved by thessiom programs. Also note that use of the
standard signal and unit names specified for EDF is permitted but not enfonuei édgf.

Marny EDF files contain signals at widely varying sampling frequencee§2mit handles these properly

but the default behavior of most WFDB applications is to read such date-resmlution mode (in which

all signals are resampled at the lowest sampling freques®d for ag signal in the record).This is almost
certainly not what you want if, forxample, the record contains EEG signals sampled at 200 Hz and body
temperature sampled at 1 Hhay default, applications such edsamp andwave will resample the EEGs
(and ary other signals in the record) at 1 HZo avoid this behsaior, you can use theH (high resolution)
option provided byrdsamp, wave, and a fev other WFDB applications, or you can set theiemment
variable WFDBGVMODE to 1 (or ary non-zero value) to specify that signals are to be read in high-reso-
lution mode (in which all signals are resampled at the highest fregiuead for ag signal in the record).
SettingWFDBGVMODE works with all WFDB applications, not only those that support-theption.

For further information, see the section titled "Multi-FrequeRecords" in chapter 5 of th&FDB Po-
grammers Guide

ENVIRONMENT
It may be necessary to set and export the shell vanaBIeB (seesetwfdb(1)).

AVAILABILITY
These programs are provided in twnvertdirectory of the WFDB Softwaredeékage. Rumake in that
directory to compile and install them if theavenot been installed already.
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SEE ALSO
a2m(1), snip(1), xform (1), wfdb(3), header(5)

Bob Kemp, Alpo Varri, Agostinho C. Rosa, Kim D. Nielsen and John Gadi#mple format for &change
of digitized polygraphic recordingsElectroencephalogmphy and Clinical Newphysiology
82:391-393 (1992).

Bob Kemps EDF web site (http://wwvhstnl/edf/). Thedefinitive reference on the formait includes the
full specification of EDF from the 1992 papsample EDF files, softare for reading and wigng
them, AQs, and much more.

AUTHOR
George B. Moody (george@mit.edu)

SOURCES
http://www.physionet.org/physiotools/wfdb/ogat/edf2mit.c
http://www.physionet.org/physiotools/wfdb/ogt/mit2edf.c
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NAME
edr — denve a espiration signal from an ECG

SYNOPSIS
edr -r record -i annotator[ options ...]

DESCRIPTION
edr derives a sample of a respiratory signal for each QRS comijitethe input ECG, by measuring the
mean electrical axis (in two-channel mode) or the projection of that axis onto the lead axis (in single-chan-
nel mode). See the references befor details of the algorithm.

edr reads the signal and annotation files specifiedebgrd andannotator and writes another annotation
file, which is a cop of the input annotation file except that them field of each beat annotation is
replaced by an EDR sample.

If the beat annotations are not located at the QRS peaks, it will be necessary to set thdimitsl@the
offsets relatre © the annotations between which thevnmeasurements for the EDR are taken), using the
-d option. By deault, edr behaes as if he option-d -0.04 0.04has been gen (in other words, measure-
ments are takenver an 80 ms vindow begnning 40 ms (.04 seconds) before the annotation, and ending 40
ms after the annotation); this default is reasonable if the QRS annotatienkeka placed on or near the
QRS peaks or centroiddf edr is supplied with annotations generatedduys, or another method that
places the annotations near the PQ junction (the beginning of the QRS complex), thedoPt@08is
recommended.

For ECGs sampled at relatlly low rates (e.g., 100-128 Hz, as is common for yrlang-term ECG record-

ings), it may be advantageous to base the EDR on-thev&rather than the QRS complex, by choosing a
window such as-d -0.08 0.28or -d -0.12 0.32(for annotations placed at the QRS peaks or PQ junctions
respectiely), since this permits an axis estimation based on a larger number of samples. Note that the use
of a ngdive wvalue fordtl, as in hese examples, allows thegiiening of the EDR measurement windio

be placedfterthe QRS annotation.

Optionsinclude:

-d dtl dt2
Set the EDR measurement wimndeoelatve © QRS annotations (defilts: dt1 = 0.04 (seconds
before annotationljt2 = 0.04 (seconds after annotation).

-f time Begin at the specifietime (default: the beginning of the record).
-h Print a usage summary.
-oann Useannas the output annotator name (defaedir).

-ssignal-list
Analyze only the signals named in thignal-list(one or more input signal numbers, separated by
spaces; defult: analyze signals 0 and 1). If thiginal-list contains more than twdgnals, only
the first two are analyzed.

-t time Stop at the specifigiine
-V Verbose mode: print individual measurements.

ENVIRONMENT
It may be necessary to set and export the shell vaNaBIeB (seesetwfdb(1)).

Example
edr -r 100 -i atr -f 0 -t 5:0
This command creates an annotation file nasdrdl0Q containing a cop of the referenceafr) annota-
tion file for the first fie minutes of recordl00, with EDR measurements for each annotated beat in the
num fields of the output annotation file.

AVAILABILITY
edr is available as part of PhysioToolkit under the GPL (S€3#JRCE below).
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SEE ALSO
plt(1), rdann(1), setwfdb(1)
Moody GB, Mark RG, Zoccola A, Mantero Perivation of respiratory signals from multi-lead ECGs.
Computes in Cardiology12:113-116 (1985;\&ilable at http://www.physionet.org/physiotools/edr/cic85/ )
Moody GB, Mark RG, Bump MA, et alClinical validation of the ECG-deréd respiration (EDR) tech-
nigue. Computes in Cardiology 13:507-510 (1986; \wilable at http://wwwphysionet.org/phys-
iotools/edr/cic86/ )

AUTHOR
George B. Moody (george@mit.edu)

SOURCE
http://www.physionet.org/physiotools/edr/edr.c
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NAME
epicmp — ANSI/AAMI-standard episode-by-episode annotation comparator

SYNOPSIS
epicmp -r record -a reference-annotator test-annotatpoptions ...]

DESCRIPTION
This program implements the VEF, and ST episode-by-episode comparison algorithms specified by the
current American National Standard for andiory ECG analyzers (ANSI/AAMI EC38:1998gpicmp is
the reference implementation of these algorithms, and must be used to obtain the episode-by-episode per
formance statistics cited in EC38 in order to be in compliance with the standard (see EC38, section 5.2.14).

Input to this program consists of dvennotation files associated with the sare@rd. One of these is des-
ignated theeferenceannotation file, the other thiestannotation file.

Optionsinclude:

-A file  Append atrial fibrillation detection reports to the specifikd

-f time Begin the comparison at the specifiade (default: 5 minutes after the beginning of the record).
-h Print a usage summary.

-i time Exclude episodes shorter théime (default: 0 seconds) from episode statistics.

-l time Exclude episodes shorter thime (default: O seconds) from episode and duration statis{i&s.
most one ofi and-l may be used.)

-l Write reports in line format (default: matrix format).
-L Same asl.

-Sfilel file2
Append ischemic ST episode detection reporfiat, and ST deviation measurementdite2.

-SOfilel file2
As for -S, but report on signal 0 only.

-S1filel file2
As for -S, but report on signal 1 only.

-t time Stop the comparison at the specifiede (default: the end of the record if it is defined, the end of
the reference annotation file otherwisé;timeis 0, the comparison ends when the end of either
annotation file is reached).

-V Append ventricular flutter and fibrillation detection reports to the spedikéed

The episode and duration statistics gathereddiymp are based on tallies of/ierlapping episodes in the
reference and test annotation files. Duration statisties \@eight to each episode or detection in prepor
tion to its duration. Episode statistic¥gigqual weight to each episode or detection, irrespecfilength;
each test-annotated episode that meets the criteriavéolap (see belw) with a reference-annotated
episode is counted as a true pwesitiEpisodes are defined as falls (see<wfdb/ecgcodes.h*or defini-
tions of annotation types):

Atrial fibrillation episodes
beagin with aRHYTHM annotation, with thauxfield containing the text(AFIB’, and end with
ary otherRHYTHM annotation (or at the end of the recor®eference-mard episodes of atrial
flutter (begun b\RHYTHM annotations with the x¢‘(AFL’) are excluded from AF comparisons
(i.e., the test annotator is neither penalized naarged for its treatment of atrial flutter in this
contt). Any amount of werlap is sufficient to qualify a test episode as a true pesiti

Ventricular fibrillation or flutter episodes
begin with aVFON annotation, and end with\&OFF annotation (or at the end of the record).
RHYTHM annotations are ignored in this cotttdy epicmp. Any amount of werlap is sufi-
cient to qualify a test episode as a true pasiti
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Ischemic ST episodes
beagin with a STCH annotation, with theaux field containing the text(STns, and end with
anotherSTCH annotation, with the & ‘STns)’ (or at the end of the record). Between these
annotations, the extremum (the time at which the absolute value of thevi@fioteis greatest) is
marked with anothe6STCH annotation, with the t& ‘ASTnsni; this annotation may be omitted
in the test annotation file. In these annotatioris,'0’ or ‘1’, and denotes the affected sigrais
‘+' for episodes of ST eletion, or -’ for episodes of ST depression; ands the ST deviation in
microvolts, relatve © a reference leel established from the first 30 seconds of the recdrde
values ofsandm are not significant for the episode comparison madepigmp When using the
-S0 or -S1 options,n must be 0 or 1 respeedly; other STCH annotations are ignoredVhen
using the-S option, the value of is ignored: each(STns annotation increments a countend
each STng)’ annotation decrements the counter; in this context, ST episodss Wwben the
counter becomes posiéi and end when the counter reaches zero (or at the end of the retord).
qualify a test episode as a true peositior purposes of determining ST episode sensitiit must
overlap at least 50% of the reference episode, or theeap must include the reference-madk
extremum. D qualify a test episode as a true pestior purposes of determining ST episode pos-
itive predictivity, the reference episode musedap at least 50% of the test episode, or texlap
must include the test-marked extremum, if present.

The second file generated when using t8& *-S0, or ‘-S1 options contains comparisons of STvidion
measurements whem such measurements areadable in the reference annotation filels the &isting
databases, these appear only at extrema within each annotated ischemic (or non-ischemic) ST episode, as
described abee. For purposes of comparison of ST deviation measurements, test ST measurements for
each signal are read from thexfield of beat annotations, which should contain text of the format *
(wheremandn are the measured ST deviations for signals 0 and 1 reghgctilf these measurements are
missing from ap test beat annotatioepicmp assumes that tiidhavenot changed since théast appeared.
epicmpignores AST..” annotations in the test annotation file when making this comparison. In the output

file, ary test measurements thatviee from the reference measurements by more than 100volisrare

tagged with an asterisk*(). plotstm(1) can produce a scatter plot of these data using this file as input.

At least one of the optionsA’, *-S, *-S0, *-SI, and “V’ must be used. If-'is given as afile argument,
reports are written on the standard output. The output generated by seleating includes column
headings only if dile other than-" is specified, and only if the specifidite does not alreadyxest. In this

way, epicmp can be used repeatedly to build up line-format tables for multiple records, for further process-
ing by sumstatg1).

ENVIRONMENT
It may be necessary to set and export the shell vanaBIeB (seesetwfdb(1)).

DIAGNOSTICS
non-standad comparison selected
The -f, -i, -1, and -t options modify the comparison algorithms usedepicmp in ways not per

mitted by EC38. These options are provided for the usewvadafeers, who may find them useful
for obtaining a more detailed understanding of algorithm errors.

BUGS
Sinceepicmp performs multiple passeve its input files, it cannot be used at the end of a pipe.

Between 1992 and 2002, this program was knowepés the name was changed teoa conflict with a
new but widely distributed IRC chat client also nameglc. By analogy tobxb, mxm, and rxr, this pro-
gram should hae keen callecexe which would hae aeated interesting possibilities for confusion.

SEE ALSO
bxb(1), ecgeal(1l), mxm(1), plotstm(1), rxr(1), setwfdb(1), sumstats(1)
Evaluating ECG Analyzef# theWFDB Applications Guide
American National StanddrANSI/AAMI EC38:1998, Anitatory Electocardiographs available from
AAMI, 1110 N Glebe Road, Suite 220, ArlingtorA 22201 USA (http://www.aami.org/).
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AUTHOR
George B. Moody (george@mit.edu)

SOURCE
http://www.physionet.org/physiotools/wfdb/app/epicmp.c
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NAME
fft — fast Fourier transform

SYNOPSIS
fft [ options ..] input-file

DESCRIPTION
fit transforms a real-valued time series (from the spediffipdi-file, or from the standard input ifiput-file
is specified as’-"; input-file must be in text form) into a frequenspectrum (on the standard output).
Using appropriate optionfit can produce polar or rectangular format amplitude spectra, or power spectra,
or it can perform an irerse FFT to transform a polar or rectangular format amplitude spectrum into a time
series. Thenput series may be corrected if it has a non-zero mean amplitude or fivstiderpy ‘zero-
meaning’ or ‘detrending’ the input series). Output spectra may be smootheeial sifferent ways.

By default, the standard output is the magnitude of the discoeteeF transform of the input series, nor
malized such that the mean of the squares of the inputs is equal to the sum of the squares of the outputs
(i.e., the RMS pwer determined from the time series equals the total power determined from the spectrum;
this normalization is correct only if the input series has a mean value of zero).

Optionsare:

-C Output unnormalized comple=FT (real components in first column, imaginary components in
second column).

-f frequency
Show the center frequegdor each bin in the first columnThe frequencyargument specifies the
input sampling frequeng thecenter frequencies arevgh in the same units.

-h Print a usage summary.

-i Perform irverse FFT in this case, the standard input should be in the form generaféiddyand
the standard output is a series of samples. No other options may be uséd with

-l Perform irverse FFT as ahe, but using input generated ff -p. No other options may be used
with -I.

-In Perform up ton-point transforms.fft roundsn up to the next higher power of daunlessn is
already a power of ta If the input series contains fewer thasamples, it is padded with zeros
up to the next higher power of dw Any additional input samples pend the firsin are not read.
Default:n = 16384.

-nn Process the input inverlapping chunks of samples and output amesaged spectrum. If used in
combination with-P, the output is theverage of the individual squared magnitudetherwise,
the output is devied from the aerages of the real components and of the imaginary components
taken separatelyFor best results) should be a power of two.

-Nn  Process the input inverlapping chunks of samples and output a spectrum for each chisuc-
cessve ectra are concatenated in the output. Only on@ ahd-N may be used at a timéd=or
best resultsn should be a power of two.

-p Shaw the phase in radians in the last column.
-P Generate a power spectrum (print squared magnitudes).

-sn Smooth the output by applying ampoint moving &erage to each bin. This option does not
change the number of bins.

-Sn Smooth the output by summing setsafonsecutie kins. Thisoption reduces the number of bins
by a factor oh.

-w window-type
Apply the specified winda to the input datawindow-typemay be one of: ‘Bartlett’, ‘Blackman’,
‘Blackman-Harris’, ‘Hamming’, ‘Hanning’, ‘Brzen’, ‘Square’, and “@&ich’. The‘Square’ win-
dow type is equialent to using no winde at dl; this is also variously known as a rectangular or
Dirichlet window.
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BUGS

-z Add a constant to each input sample, chosen such that the mean value of the entire series is zero.

-Z Set the mean value of the inputs to zero as-fprand detrend the series (set its mean first
derivative 0 zero). Thisis equvalent to subtracting a best-fit (by least squares) line from the input
data.

Because of accumulated round-efrors, the command
fft -p <filel| fft -1 >file2
may not produce an exact gogf filelin file2, even if the number of samples is an exact power df/ing
rectangular form, as in the command
fft -c <filel| fft -i >file2
produces smaller errors, and is slightly faster than using polar form as in the first example.

SEE ALSO

coherencél), hrfft (1), lomb(1), memsg1)

AUTHOR

George B. Moody (george@mit.edu)

SOURCE

24
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NAME
fir — general-purpose FIR filter for WFDB records

SYNOPSIS
fir [ options... ] -c[ coefficients.. ]

DESCRIPTION
fir can be used to apply yamlesired finite impulse response filter toyagesired section of a avdorm
database recordOptionsare:

-c coefficien{ coefficient.. ]
Filter using the specifiedoefficientgmust be the last optior¢ marks the beginning of the cdief
cient list).

-Cfile Read the filter coefficients from the specified file rather than from the argument list.
-f time Filter from the specifieimeon the input record (default: start at the beginning of the record).
-h Print a usage summary.

-H Read the signal files in high-resolution mode (default: standard mode). These modes are identical
for ordinary records.For multifrequeng records, the standard decimation gésampled signals
to the frame rate is suppressed in high-resolution mode (rathether signals are resampled at
the highest sampling frequency).

-i record
Use the specifietecord for input (default: record 16).

-n record
Create a header file for the output signals, with the spec#dedd name. Thesignal descriptions
are copied from those of the input signals.

-o record
Use the specifietecord for output (default: record 16).

-ri Rectify the input (i.e., takits absolute value) before filtering.
-ro Rectify the filtered output.

-sshift To compensate for phase shift, read ahead on the input record by the specified leleme start-
ing the filter Shiftis specified in standard time format (.se@ to compensate for a phase shift of
nnsamples).

-t time Filter until the specifietime on the input record (default: go to the end of the record).

Unless theC option is used, thec argument should appear at the end of the option list. Filteficigsits
are real numbers separated by spaces; the last coefficient is applied to the most recent input sample.

In the present implementation, the same filter is applied to each input signal. If the output record header
file specifies fewer signals than are present in the inpyexdra input signals are discarded.

ENVIRONMENT
It may be necessary to set and export the shell vaNabIeB (seesetwfdb(1)).

Examples
A low-pass "boxcar" filter:
fir-c.2.2.2.2.2

The complementary high-pass filter:
fir-c-2-2.8-2-2

An attenuator:
fir-c .4

A differentiator:
fir-c-11

A 60-Hz notch filtey with partial correction for phase shift, for the MIT-BIH database (360
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samples/second):
fir-ss2-c.500.5

A "triangle" filter for QRS detection (at 128 samples/second):

fir-ss8-c-1-2-3-4-125852-1-4-3-2-1
SEE ALSO
mfilt (1)
AUTHOR
George B. Moody (george@mit.edu)

SOURCE
http://www.physionet.org/physiotools/wfdb/app/fir.c
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NAME
hrfft, hrlomb, hrmem - calculate and plot heart rate power spectra
hrplot — plot heart rate time series

SYNOPSIS
hrfft [ options ..]
hrlomb [ options ..]
hrmem [ options ..]
hrplot [ options ..]

DESCRIPTION
The first three of these UNIX shell scripts are intended to illustrate the uffe(Hf lomb(1), and
mems€1) by producing heart rate power spectra using the fast Fourier transform, the Lomb periodogram,
and the maximum entrggall poles) method (also known as autpessve, or AR, power spectral density
estimation). Allfour programs devie heart rate time series from beat annotation filesft andhrmem
usetach(1) to obtain a uniformly resampled heart rate time series from the annotation file, which is then
used as input téft or memse and the spectrum thereby obtained is then plottatbmb andhrplot use
ihr (1) to obtain an irregularly sampled heart rate time seigplot plots this time series directhand
hrlomb uses it as input ttomb, and then plots the spectrum.

All four programs accept the saraptions

-a annotator
Read annotations from the specifiednotator (default: the value of the gionment \ariable
ANNOTATOR, if set).

-ftime Begin at the specifietime within the annotation file (default: thelwe of the environmentavi-
ableSTART, if set, or the beginning of the file otherwise).

-l axes Log-transform the specifiedixes(default: use linear a&s). Theaxescan be specified as y, or
Xy.

-p plot-utility
Use the specifieglot-utility to generate the output (default: the value of the environnaeizhle
PLOT, if set, orplt(1), if it exists, oplot2d(1) otherwise).

-r record
Produce a heart ratewer spectrum for the specifieecord (default: the value of the gironment
variable RECORD, if set).

-t time Stop at the specifigilme within the annotation file (default: the value of the environmaniable
END, if set, or the end of the file otherwise).

-T device
Produce output on the specifidgevice(default: the screen)Thedevicemust be among those sup-
ported by theplot-utility (see abwee).

If annotatoror record are not specified using environmemtriables or command-line options, these pro-
grams obtain values from the user intensstyi

Although hrfft , hrlomb, and hrmem all produce power spectra, the units ofveo differ among them.
Absolute comparisons can be made only between spectra produced using the same method, from time
series of the same length.

Note that these shell scripts can be run under MS-DOS using a suitable set of WNIHi&s, such as
the MKS Dolkit or the GNUish MS-DOS utilities, and under MSAdlws using the free Cygwin pack-
age.

ENVIRONMENT
In addition to the ariablesANNOTATOR, END, PLOT, RECORD, and START, it may be necessary to
setWFDB (seesetwfdb(1)).
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SEE ALSO

fit (1), ihr (1), lomb(1), memsé€1), plot2d(1), plt(1), setwfdb(1), tach(1)
AUTHOR

George B. Moody (george@mit.edu)

SOURCES
http://www.physionet.org/physiotools/wfdb/psd/hrfft
http://www.physionet.org/physiotools/wfdb/psd/hrlomb
http://www.physionet.org/physiotools/wfdb/psd/hrmem
http://www.physionet.org/physiotools/wfdb/psd/hrplot
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NAME
ihr — calculate instantaneous heart rate

SYNOPSIS
ihr -r record -a annotator| options... ]

DESCRIPTION
ihr reads an annotation file (specified by #mnotatorandrecord arguments) and produces an instanta-
neous heart rate signal (from the reciprocals of the interbeatatggriwnlike tach(1), havever, ihr does
not resample its output in order to obtain uniform time intervals between output samples. (If thgre is an
variation whatsoeer in heart rate, the intervals between output samples will be non-uniform.) This prop-
erty makes the output dfir unsuitable for coventional power spectral density estimation, but ideal for
PSD estimation using the Lomb periodogram (se#(1)).

Optionsinclude:

-d tolerance
Reject beat-to-beat heart rate changezedingtolerance(in beats per minute; dadlt: 10). Any
intervals for which the calculated heart rate would differ by more than the specified tolerance are
simply excluded from the output serie§o disable this behaor, use a large value fdolerance
(e.g., 10000).

-f time Begin at the specifietimein record (default: the beginning o&cord).
-h Print a usage summary.

-i Include all interals bounded by QRS annotations (default: include intervals bounded by consecu-
tive supraventricular beats only).

Include interals bounded by annotations of the specifigibsonly. Thetypearguments should
be annotation mnemonics (e.bl) as rormally printed byrdann(1) in the third column.More
than onep option may be used in a single command, and gacption may hae nore than one
typeargument following it. If typebegins with *-’’, however, it must immediately follav -p (stan-
dard annotation mnemonics do not begin with, ‘but modification labels in an annotation file
may define such mnemonics).

-t time Process until the specifi¢idnein record (default: the end of theecord).
-V Print the output sample number before each output sample value.

-V, -Vs, -vm, -vh, -V, -Vs, -Vm, -Vh
Print the elapsed times from the beginning of the record to the annotations that begin eadh interv
as sample number (using), or in seconds (usings), minutes (usingvm), or hours (usingvh)
before each heart ratalue. Theoptions-V, -Vs, -Vm, and -Vh work in the same way, but the
printed times are those for the annotations that end the afger@nlyone of these options can be
used at a time; if none is chosews mode is used by default.

-X Exclude the interval immediately following each rejected irgen{Rejectedntervals are those
bounded by excluded beats on at least one end, and those that do not satidéyatheecrite-
rion). By default, intervals follving rejected intervals are included (unlessythes rejected by
the tolerancecriterion), and a third column is used to flag these ialsr{a zero in the third col-
umn means the interval is normal, a one means it follows an excluded interval).

Reference (‘atr’) annotation files can be used as inpilr tdout files that contain manually-inserted anno-
tations are less suitable, since annotation placementely li&k be less consistent than in annotation files
generated by programs suchsass(1).

ENVIRONMENT
It may be necessary to set and export the shell vaNabIeB (seesetwfdb(1)).
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SEE ALSO
lomb(1), setwfdb(1), sqrs(1), tach(1)

AUTHOR
George B. Moody (george@mit.edu)

SOURCE
http://www.physionet.org/physiotools/wfdb/app/ihr.c
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NAME

imageplt — plot a greyscale image

SYNOPSIS

imageplt -d nrows ncolq options ..] [ file ]

DESCRIPTION

imageplt provides a simple ay to plot a greyscale image usipij(1). Therequired agumentsprowsand

ncols pecify the numbers of rows and columns in the image. The filpybr the standard input, if no
input file is specified) contains only the gievds for each pigl (0 = white, 1 = black). Each entry is an
ASCIll-coded decimal floating point numbeeparated from adjacent entries by whitespace (one or more
spaces, tabs, or wénes). Thefirst nrowsentries are the gydevds for column 0O of the image, botttom to
top, and each successiolumn from left to right of the image folies. If nrowsis small, it may be con-
venient to arrange the image file in columns andsreorresponding to those of the image, but this is not
necessaryln no @se should the length of a line of input exceed 50000 bytes (defined as MAXLEN in the
source).

Optionsinclude:
-n Generate a mative image (1 = white, 0 = black).

-X Xmin xmax
Specify the range of the x-coordinates (defautiin=0, xmax=nrows1).

-y ymin ymax
Specify the range of the y-coordinates (defauttin=0, ymaxncols1).

The output ofmageplt is text in three columns, to be plotted using-heoption ofplt, as in:
imageplt -d 10 10 foo | plt 0 1 2 -pc

SEE ALSO

plt(1), pltf (1)

AVAILABILITY

imagepltis available as part of thplt package in PhysioToolkit (S&OURCESbelow) under the GPL.

AUTHOR

George B. Moodydeorge@mit.edy

SOURCE

plt 2.3

http://www.physionet.org/physiotools/plt/plt/misc/imageplt.c
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NAME
log10 - calculate common logarithms of two-column data

SYNOPSIS
log10

DESCRIPTION
logl0reads its standard input, which should be in text form and should contapositive rumbers % and
y) on each line, separated by spaces or tabs. The standard outpgfil®ftontains four columns of hum-
bers, separated by spaces: the common (base 10) logarith@af, and thex andy values. D avoid
underflav, if any input is less thaMINDOUBLE (defined in<values.h>as the smallest posi& \alue
that can be represented as a double-precision floating point quantity), it is replaced by that value.

AUTHOR
George B. Moody (george@mit.edu)

SOURCE
http://www.physionet.org/physiotools/wfdb/psd/log10.c
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NAME
lomb - estimate power spectrum using the Lomb periodogram method

SYNOPSIS
lomb [ options ..] input-file

DESCRIPTION
lomb transforms a realalued time series (from the specifieput-file, or from the standard input ifput-
file is specified as "-'input-file must be in text form) into a power spectrum (on the standard output), using
a technigue known as the Lomb periodogram.

The input is a text file containing a sampled time series, presented aslimins of numbers (the sample
times and the samplalies). Thentervals between consecuti smples need not be uniform (in fact, this
is the most significant advantage of the Lomb periodogneen ather methods of power spectral density
estimation). lomb writes the Lomb periodogram (the power spectral density estimateedidrom the
input time series) on the standard output, io telumns (frequencand paver). If the units of the sample
times in the input file are seconds, the units of the frequencies in the output are Hz.

Optionsare:

-h Print a usage summary.

-P Generate a power spectrum (print squared magnitudes).

-S Smooth the output.

-z Add a constant to each input sample, chosen such that the mean value of the entire series is zero.

Among may other applications, this program can be used to estimate heart rate power spectra, in combina-
tion with ihr (1). TheLomb method is ideal for analysis ofyatime series with missing or noisy data (the
noisy data may be remed from the time series and need not be replacedpafihvibe necessary if coen-

tional PSD estimation algorithms were employed).

SEE ALSO
fft (1), hrfft (1), memsé€1)
Lomb, N.R. Least-squares frequgramalysis of unequally spaced datastrophysics and Space Science
39:447-462 (1976).

Press, W.H, and Rybicki, G.B=ast algorithm for spectral analysis of weely sampled dataAstrophysi-
cal J.338277-280 (1989).

Press, W.H. &ukolsky, SA., Vetterling, WT., and FlanneryB.P. Numerical Recipes in C: the Art of Scien-
tific Computing pp. 575-584 (Cambridge UniPress, 1992).

Moody, G.B. Spectralanalysis of heart rate without resamplinGomputes in Cardiology 1993 pp.
715-718 (IEEE Computer Society Press, 1993)http://www.physionet.org/phys-
iotools/lomb/lomb.html .

AUTHOR
George B. Moody (george@mit.edu)

SOURCE
http://www.physionet.org/physiotools/wfdb/psd/lomb.c
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NAME

34

Iwcat — postprocess output of plt to redfostScript, EPS, PDF or PNG

SYNOPSIS
plt -T lw ...| lwcat[ options ..]

DESCRIPTION

Iwcat collects the PostScript output pit (1) and adds a prolog and epilog to create a complete PostScript
document (or another format, if appropriate optiongehaeen selected). It is possible to concatenate the
outputs of tvo or more plt runs to be processed as a single jolbmat; see theplt Tutorial and Cookbook

for detalils.

Output format
By default, lwcat sends its output directly to the default printeripia These options may be used to mod-
ify this behavior:

-nNo

-ps
-psv
-gv

-eps

-pdf
-png

Send the output to the printdut dont gject the page (use this option if you wish teentay the
output with additional material to be produced by another program).

Write PostScript to the standard output (not to the printer).
Write PostScript to a temporary file andwig with gv (ghostscript).
Same aspsv.

Write EPSF (encapsulated PostScript format) to the standard output. Note that this is only a close
approximation to EPSF; it is acceptable to LaBe&sfig package, at least.

Write PDF (portable document format) to the standard output.
Write PNG (portable network graphics) format to the standard output.

Window options
By default, the output appears within a 6.75x6 inch (171x152 mm) wijrttie lower left corner of which
is positioned 1 inch (25.4 mm) from the left edge and 3.5 inches (89 mm) from the bottom edge of the
page. Thdollowing options may be used to modify the size, location, and orientation of the output:

-landscape

-vad
-full
-slide

Use landscape mode (rotate plot 90 degrees counterclockwise).

Plot in a 6x6 inch (152x152 mm) square wingd.25 inches (32 mm) from the left edge and 3.5
inches (89 mm) from the bottom edge of the page.

Plot in a 6.25x6.25 inch (159x159 mm) square windmsitioned as forsq.
Plot in a 6.25x4 inch (159x102 mm) wingigpositioned as forsq.
Plot in a 4.75x3.15 inch (121x80 mm) windgositioned as forsq.

Plot in a 4.5x5.5 inch (114x140 mm) winda2.5 inches (63 mm) from the left and bottom edges
of the page.

Plot in a 7x9.5 inch (178x241 mm) wingp0.75 inches (19 mm) from the left and bottom edges
of the page (centered on a US letter sheet).

Plot in a 7x8.5 inch (178x216 mm) wingdopositioned as forv.
Plot in a 190x275 mm windg centered on an A4 sheet.
Plot in a 7.5x10 inch (191x254 mm) winglocentered on a US letter sheet.

Plot in a 7.5x5 inch (191x127 mm) windp0.5 inches (12.7 mm) from the left edge and 3 inches
(76 mm) from the bottom edge of the page (3:2 aspect ratio, as for 35 mm slides).

-screen Plot in a 7.5x5.625 inch (191x143 mm) wingd0.5 inches (12.7 mm) from the left edge and

2.375 inches (60 mm) from the bottom edge of the page (4:3 screen aspect ratio).
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-golden
Plot in a 7.5x4.635 inch (191x118 mm) wingdd.5 inches (12.7 mm) from the left edge and

3.365 inches (85 mm) from the bottom edge of the page (the aspect ratio is approximately the
"golden ratio", (1+sqrt(5))/2 = 1.61803 ...).

Other windav options can be easily added; see the sourckvimat for details.

Copies
By default, lwcat prints a single cop Multiple copies can be produced using the optio@s-c3, -c4, -c5,
and-c6; when using a PostScript printehis will almost alvays be much faster than rerunnitwcat,
since the document is woloaded and rasterized only once when using these opflongint more than 6
copies, repeat or combine these options as needed.

FILES
{usr/lib/ps/plt.pro
PostScript prolog
SEE ALSO
plt(1)
AVAILABILITY
Iwcat is available as part of thplt package in PhysioToolkit (sS&OURCE below) under the GPL.

AUTHORS
Paul Albrecht and George B. Moodgdorge@mit.edy

SOURCE
http://www.physionet.org/physiotools/plt/src/lwcat
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NAME

memse — estimate power spectrum using maximum gnfedippoles) method

SYNOPSIS

memse[ options ..] input-file

DESCRIPTION

36

memsetransforms a real-valued time series (from the specifipdt-file or from the standard input if
input-fileis specified as-"; input-file must be in text form) into a power spectrum (on the standard out-
put). memseis designed to be used in much the same wdft @3; it accepts the same input, produces
output in the same format, and acceptsyrarthe same options used with.

Unlike fft, which bases its spectral estimates on the disciaiedf transformmemseuses the maximum
entropy (all poles) method, also known as autpessie (AR) spectral estimationThis method models the
spectrum by a series expansion in which the free parameters are all in the denominators of iteeteens;
each term may represent a pole (corresponding to infinite power spectral density within an infinitely narro
frequeny band). Bycontrast, Burier analysis models the spectrum by a series expansion in which the free
parameters are all in the numerators; hence each termanra&fFseries may represent a zeddl-poles
models are particularly useful for analysis of spectra whiste ldscrete peaks (in the terminology of opti-

cal spectra, “lines”).

In order to usenemse you should hee sme idea of the order of the model you wish to use (i.e., the num-
ber of poles). Although this may beyamumber up to the number of input points, the number of poles gen-
erally should notxceed the square root of the number of input points, and usually should be considerably
less than that numhetLarge numbers of poles lead to lengttomputations (much sheer than the FFT) in

which accumulated roundoérror becomes a serious problerihis problem may also occur if the length

of the input series becomescessive. The recommended way to usemseis to bgin by usingfft, in

order to estimate the model orddiypically this should be a small multiple of the number of peaks which
you believeare presentBeware! memsewill produce smooth spectral estimates for whatenodel order

you choose -- and thenay be totally bogus if you choose incorrectiyarying the model order can help to
weed out some spurious features, but use extreme care when intenprtisgoutput given noisy input.

Optionsare:

-b low high[ low high ..]
Print power in the specified band&achlow andhigh pair specifies the @ and high frequeng
boundaries of the band of interest, in Hz. Multiple bands may be specified following a-bingle
option; only the lastb option has aneffect. Alsosee-sbelow.

-f frequency
Show the center frequegdor each bin in the first columnThe frequencyargument specifies the
input sampling frequeng thecenter frequencies arevgh in the same units.

-h Print a usage summary.

-nn Produce ractly n power estimates,venly spaced in frequegdrom 0 up to half the input sam-
pling frequeny inclusive. The default depends on the length of the input seiids;designed to
matchfft's defaults, to mak it easy to compare outputou may wish to use values ofwhich
are higher than the default in order to imgrgour estimates of the locations of sharp features in
the spectrum;since this is not possible usirffg, this feature is one of the main advantages of
memse

-on Use amth order model (i.e., up topoles). Dedult: thesquare root of the number of input sam-

ples.
-P Generate a power spectrum (print squared magnitudes).
-S Print power in a standard set of frequgbands of interest for H\Ranalysis.

-w window-type
Apply the specified winde to the input datawindow-typemay be one of: ‘Bartlett’, ‘Blackman’,
‘Blackman-Harris’, ‘Hamming’, ‘Hanning’, ‘Parzen’, ‘Square’, and &lgh’. The ‘Square’
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window type is equidlent to using no windw at dl; this is also variously knen as a rectangular
or Dirichlet windaw.

-z Add a constant to each input sample, chosen such that the mean value of the entire series is zero.

-Z Set the mean value of the inputs to zero as-fprand detrend the series (set its mean first
derivative  zero). Thisis equvalent to subtracting a best-fit (by least squares) line from the input
data.

NOTES
Versions ofmemsereleased prior to September 1999 did not supportRi@ption, and did not normalize
amplitudes with respect to the number of output points.

SEE ALSO
fft (1), hrfft (1), lomb(1)
AUTHOR
George B. Moody (george@mit.edu)

SOURCE
http://www.physionet.org/physiotools/wfdb/psd/memse.c
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NAME
mfilt — general-purpose median filter for WFDB records

SYNOPSIS
mfilt -1 length[ options... ]
DESCRIPTION

mfilt can be used to apply a median filter of dasiredlengthto ary desired section of a database record.
The length is expressed in samples (i.e., each output sample is the mediangtf input samples).
Median filters can be much mordegtive than an type of linear filter for removing impulse noise from
signals; thg are not particularly useful for removing persistent noiseydver. Generally the shortest
effective median filter is the one that should be used, to minimize the aliadegsefesulting from the
non-linear characteristics of the filter.

Optionsare:
-f time Filter from the specifieimeon the input record (default: start at the beginning of the record).
-h Print a usage summary.

-H Read the signal files in high-resolution mode (default: standard métiese modes are identical
for ordinary records.For multifrequeng records, the standard decimation gésampled signals
to the frame rate is suppressed in high-resolution mode (rathether signals are resampled at
the highest sampling frequency).

-i record
Use the specifietecord for input (default: record 16).

-In Use am-point median.

-n record
Write the output signals tecord.dat, using the same specifications as the input signals, and cre-
ate a header file for the specifiedord. This option @errides-o if both are used.

-o record
Use the specifiedecord for output (default: record 16)If the output record header file specifies
fewer signals than are present in the inpuy, extra input signals are discarded.

-t time Filter until the specifietimeon the input record (default: go to the end of the record).

In the present implementation, the same filter is applied to each input sigmadach output sample, an

array oflengthinput samples centered on the time of interest is softddre efficient algorithms for find-

ing the median exist, especially for large odd valuekedth see, for @ample,Numerical Recipe}¥ If

lengthis odd, the output is the middle value from the sorted array and there is no phase shift; otherwise, the
output is the werage of the tw middle values from the array and there is a phase shift of one-half of the
sampling interal. If necessarthe output is padded at the end to obtain equal numbers of input and output
samples.

ENVIRONMENT
It may be necessary to set and export the shell vanabBIeB (seesetwfdb(1)).

Example
A 3-point median filterapplied to the first 5 minutes of record 100 to producevaneeord 100m:
mfilt -1 3 -i 100 -n 100m

SEE ALSO
fir (1)
AUTHOR
George B. Moody (george@mit.edu)

SOURCE
http://www.physionet.org/physiotools/wfdb/app/mfilt.c
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NAME
mrgann — merge annotation files

SYNOPSIS
mrgann -r record -i annl ann2o0 ann3[ options... ]

DESCRIPTION
mrgann reads a pair of annotation files (specifiedabyl, ann2 for the specifiedecord and writes a third
annotation file (specified nn3 for the sameecord. Typical applications ofmrgann include combining
annotation files that apply to téfent signals within a multi-signal record, and replacing a segment of an
annotation file with annotations from another file (see #@mples belw). mrgann cannot concatenate
annotation files frondifferentrecords (e.g., sgnents of a multi-segment record)sewfdbcollate(1) for
this purpose. If you wish to mge annotation files in order to be able to study or resil diferences
between thenbxb(1) (which can also merge annotation files usingatsr -O options) is almost certainly
a better choice for such an application.

By default, the output annotation file contains copies of all annotations in each of the input files (if there are
annotations with the santiene andchan fields in each input file, eever, only the annotation fromannl
is copied). This behavior can be modified by commanddpte®ns which include:

-cn Map (reset) thehan fields of all annotations frorannlto n. chan fields may contain intgers
between 0 and 255 inclwsj the chan field often specifies the signal number of the signal with
which the annotation is associated. Spedifylto disablechan mapping forann1(the default).

-Cn  Map (reset) thehan fields of all annotations frormnn2to n. Specify -C -1 to disablechan map-
ping forann2(the default).

-h Print a usage summary.

-mO0time
Discard all annotations from both input annotators, beginnirignat until the time specified in
the nextmx option, or the end of the data if no otherx option is gven.

-mltime
Copy al annotations fronannl, and discard all annotations froamn2 begnning attime, until the
time specified in the nexinx option, or the end of the data if no otherx option is gien.

-m2time
Copy al annotations fromann2 and discard all annotations froamnl, begnning attime, until the
time specified in the nexinx option, or the end of the data if no otherx option is gien.

-m3time
Copy al annotations fromannlandann2 begnning attime until the time specified in the re
-mx option, or the end of the data if no otherx option is gven. Annotationsfrom ann2that
match others fromannlin both thetime and chan fields (after ap chan mapping has been
applied, see alve) are discarded. This mode is the default.

-V Verbose mode (warn about simultaneous annotations with matchandields).

Note that options are interpreted in left-to-right ordBor this reason, if you specify more than one
option, as in the second example belbe wure to specify them in time ordelt is dso possible to use dif-
ferentchan mapping rules during different segments of the record; to do this, specify the apprapoiate
-C option(s)beforethe-mx option that specifies the time when thevmeapping rules are to be applied.

EXAMPLES

To merge three sets of annotations (nara@da2, and a3, one for each of signals 0, 2, and 3 of rec®gd),
use the following commands:

mrgann -r 999 -aal a2 -otmp -c0-C 2

mrgann -r 999 -atmp a3 -o all -c -1 -C 3
Note that tvo passes are needed to merge three annotation files,rsige@n reads only tw annotation
files at a time. The first pass yields an intermediate result (annotgipr annotatorll is the desired out-
put. The-c -1option in the second command abalsableschan mapping for annotations imp, which
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have dready been mapped as a result of the first command; this option ca@ldden omitted, since
chanmapping is disabled by default.

To replace ay annotations in a set (namett) during the interval between 5 minutes and 6 minutes from
the beginning of recorglyz, with annotations from another set (nanmesv), use the command:

mrgann -r xyz -a old new -o out -m1 0 -m2 5:0 -m1 6:0
In this command, the desired output is written to annotatbfor recordxyz. The-m1 0option overrides
the default behavior and forcesyamew annotations that occur before the 5-minute mark to be discarded,
while existing old annotations are copied tt. Begnning at the 5-minute mark, then2 5:0 option
changes the rules, and tblel annotations are discarded as tigsv ones are copied. The rules are changed
a third and final time at the 6-minute mark by tmel 6:0 option, which instructsnrgannto copy the
remainingold annotations tmut, while once again discarding ywnew annotations that occur during this
interval.

ENVIRONMENT

It may be necessary to set and export the shell vanabIeB (seesetwfdb(1)).

SEE ALSO

bxb(1), setwfdb(1), wfdbcollat&1)

AUTHOR

George B. Moody (george@mit.edu)

SOURCE

40

http://www.physionet.org/physiotools/wfdb/appfann.c
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NAME
mxm — ANSI/AAMI-standard measurement-by-measurement annotation comparator

SYNOPSIS
mxm -r record -a reference-annotator test-annotatpoptions ...]

DESCRIPTION
This program implements the measurement-by-measurement comparison algorithm specified in
ANSI/AAMI EC38:1998, the American National Standard for ambulatory ECGs viuaing heart rate
measurements. Itgse is not restricted to comparisons of these particular types of measuremaetsy;ho
if other types of measurements (e.g.\HReasurements) are@alable, they may be compared in the same
way by mxm.

Input to this program consists of dvennotation files associated with the sare@rd. One of these is des-
ignated theeferenceannotation file, the other thestannotation file.

Optionsinclude:

-f time Begin the comparison at the specifigde (default: 5 minutes after the beginning of the record).
-h Print a usage summary.

-l file  Append a line-format report file (see below).

-L file Same asl file.

-mn  Compare measurement typédefault:n = 0).

-sfile  Append a standard-format reportfile (see below).

-t time Stop the comparison at the specifiede (default: the end of the record if it is defined, the end of
the reference annotation file otherwisé;timeis 0, the comparison ends when the end of either
annotation file is reached).

-u Calculate unnormalized RMS measurement error (see below).

mxm reads the annotation files, ignoring all annotations except for thoseamwithip= MEASURE and

subtyp=n (wheren is the measurement type selected usingtheption). Themeasurements to be com-

pared arextracted from thauxfields of these annotations, which should contain strings with the measure-
ments inscan{3) %lf format (e.g.,'85"”, ‘*-12.4", **1.2e3"). A measurement error is calculated for each

test measurement by comparing it with the reference measurement that is nearest in timaulByndaef

reports the normalized RMS measurement error (i.e., the square root of the sum of the squaregsesf the dif
ences between the test and reference measurements, divided by the sum of the reference meadéirements).
the -u option is gven, mxm reports the unnormalized RMS measurement error (the square root of the sum

of the squares of the differences between the test and reference measurements, divided by the number of
test measurements); this may be useful if the measurement has a zero mean (oradumdlaat s signifi-

cantly smaller than the mean absolusdue). Themean reference measurement timxim reports is the

mean of the reference measurements that are actually used in the comparison; since there is not necessarily
a me-to-one correspondence between test and reference measurements, some reference measurements may
not be included in the mean, and others may be included more than once.

If *-" is given as afile agument, reports are written on the standard output. If no options are specified,
mxm writes standard reports on the standard output yalguit to using the optiors ). Theoutput gener

ated by selecting or -L includes column headings only iffiie other than -’ i s ecified, and only if the
specifiedfile does not alreadyxést. In this way, mxm can be used repeatedly to build up a line-format ta-
ble for multiple records, for further processingdymstatg1).

DIAGNOSTICS
non-standad comparison selected
The-f, -t, and -u options modify the comparison in ways not permitted by the draft standard.

reference measurements haveozeean
Normalized RMS measurement error cannot be determifisdusing the-u option.
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ENVIRONMENT
It may be necessary to set and export the shell vanabIeB (seesetwfdb(1)).

SEE ALSO
bxb(1), ecgeval(1), epicmp(1), rxr (1), setwfdb(1), sumstatg1)
Evaluating ECG Analyzef# theWFDB Applications Guide
American National StanddrANSI/AAMI EC38:1998, Amitatory Electocardiographs available from
AAMI, 1110 N Glebe Road, Suite 220, ArlingtorA 22201 USA (http://www.aami.org/).

AUTHOR
George B. Moody (george@mit.edu)

SOURCE
http://www.physionet.org/physiotools/wfdb/app/mxm.c
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NAME
nguess — guess the times of missing normal beats in an annotation file

SYNOPSIS
nguess -rrecord -a input-annotatof options... ]

DESCRIPTION
This program copies its input (a WFDB annotation file containing beat annotations), removing annotations
of events other than sinus beats, and interpolating additional Q (unknown beat) annotations at times when
sinus beats arexpected. Interals between sinus beats are predicted using a predictor array as described by
Paul Schluter ("The design and/iauation of a bedside cardiac aythmia monitor"; Ph.D. thesis, MIT
Dept. of Electrical Engineering, 1981). When the predictions are inconsistent with the kimus beats,
as may occur imareme noise or in highly irregular rhythms such as atrial fibrillation, no interpolations are
made.

Options fornguessinclude:
-f time Begin at the specifietime. By default,nguessstarts at the beginning of the record.
-h Print a usage summary.

-0 output-annotator
Write output to the annotation file specifieddatput-annotatofdefault:nguess.

-t time Stop at the specifieiine

It should be understood that, as the name of this program implies, the Q labels it generates represent, at
best, good guesses about the times at which sinus beats mayebted. Ideallyone should @oid having

to male auch guesses, but some commonly-used techniques for study of heaari@tédity (for example,
corventional methods for peer spectral density estimation in the frequedomain) require a uniformly
sampled instantaneous heart rate signal, such as can be obtainetheigjhpgto process the output of
nguess Other techniques, such as the Lomb periodogram method implemenitadiit), can obtain fre-

gueng spectra from time series with missing and guérly spaced values, such as can be produced from a
beat annotation file usirigr (1) without the need to useguess Usenguessonly when necessary and do

not expect it to perform miracles; as a rule of thumb, if the number of guesses (Q annotations) exceeds one
or two percent of the number of known sinus beats (N annotations), be exceedingly wary of the guesses and
consider using techniques suchlasb(1) that do not require the use mjuess Also as a general rule,
nguessworks best when it is guessing the locations of sinus beats obscured by noise, or those of sinus beats
that were inhibited by isolated premature ventricular beats; the underlyaghlesis of a quasi-continuous

sinus rhythm, the basis not only mduessbut aso of all other algorithms for reconstructing NN intairv

time series, is most suspect in the context of sigptecular ectopic beats (which may reset the SA node,

thus interrupting the sinus rhythm) and conseewintricular ectopic beats.

The predictor array method is based on the observation that most of the shorafiatoility in normal

sinus inter-beat (NN) intervals is due to respiratory sinus arrhythmia (RSA, the quasi-periodic modulation
of heart rate by respiration, which is most notable in young, healthjects and decreases with age).

Since respiration rate is (in humans and smaller mammals) substantially slower than heart rate, it is possible
to estimate the length of the respiratory cycle in terms of some number of NNalstety for example,

heart rate is around 60 beats per minute and respiration rate is around 10 breaths per minute, one might
expect that 6 NN intervals ould correspond to one breath, and that the current interval might be particu-
larly well-approximated by the sixth previous intakv Sincewe dont know the ratio between heart and
respiration rate a priori, we can obseriow well each of the prgous PBLEN (a constant defined in
nguess.¢ see below) intervals predicts the current interval wverage. Thusve have PBLEN predictors

for each interval, some of which may be much betterverage than othersAt any time, we knav which

predictor is (locally) the best, and we can use that predictor te maist guess of the location of thexhe

sinus beat. In subjects with significant RSA, the best predictor may be determined by the length of the res-
piratory cycle; in others, the preus beat may be a better predictéior our purposes, it really doesn’

matter which predictor is best, only that the mean error of the best predictor is Hntlad.next knavn

sinus beat is at least 1.75 times as distant as the prediction, and if the predictions are reasonably good on
aveage, 'nguess’ asserts that a gap exists and fills it in with a Q annotation (or more than onapifishe g
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sufficiently long).

ENVIRONMENT
It may be necessary to set and export the shell vanabIeB (seesetwfdb(1)).

FILES
record.hea headédile

record.input-annotator  input annotation file (may containyaannotations)
record.output-annotator output annotation file (contains N and Q annotations only)

SEE ALSO
ihr (1), lomb(1), setwfdb(1), tach(1)

AUTHOR
George B. Moody (george@mit.edu)

SOURCE
http://www.physionet.org/physiotools/wfdb/app/nguess.c
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NAME
nst — noise stress test for ECG analysis programs

SYNOPSIS
nst[ options... ]

DESCRIPTION
nst adds calibrated amounts of noise fromase ecordto ECGs (or other signals) fromcéean ecord
generating aoutput ecordin WFDB format. Such output records negik possible to assess the noise tol-
erance of analysis programs.

Optionsinclude:

-a annotator
Useannotatoras the reference annotator for the clean record. Ifdreption is omittedatr is
used as the reference annotatBeference annotations are used to determine the signal size as
part of the noise &l calibration, unless thep option (see below) is used. Reference annotations
are also copied to the output record.

-F format
Write output signals in the specifigatmat (default: 16; for a list of valid formats, sesignal(5)).

-h Print a usage summary.

-i clean-recod noise-record
Read ECG (or other) signals frootean-record and noise fromnoise-record nst obtains these
record names interagtly if the -i option is omitted.

-0 output-record
Create a record nameditput-recordcontaining the input signals and added nois&.obtains the
name of the output record interagty if the -0 option is omitted. If a headesignal, or reference
annotation file fooutput-recordalready exists in the current directpitywill be overwritten.

-p protocol
Useprotocol (the annotator name of an annotation file associated with the noise record) to define
how noise is to be added to the signals (seevbeldf the -p option is omittednst generates a
protocol annotation file.

-sSNR Set scaledctors for noise such that the signal-to-noise ratio during noisy segments of the output
record iSSNR(in dB, see belo). Thisoption is ignored if grotocolis specified usingp.

Output signal generation
If the sampling frequencies of the clean and noise records differ by 10% ornsbresamples the noise
record (usingxform (1)), producing a ne noise record in the current directorffhe name of the me
record is that of the original (lessyasuffix beginning with an underscore), with a suffix consisting of an
underscore followed by the sampling frequentthe nev record. Br example, ifhstis asked to use AHA
DB record1001, sampled at 250 Hz, and noise recerd sampled at 360 Hz, it first generates avnmmise
record nameeém_250 sampled at 250 Hz. If the noise record that would generate exists alreadyst
uses it without regenerating ihstprints a warning if it is necessary to resample the noise record, or to sub-
stitute a previously resampled noise record.

Each ECG (or other) signal is paired and combined with a noise si§rgdin @, a multiplicative sale
factor) to be applied to the noise samples is set independently for each cleanltifpeat are fewer noise
signals than ECG signals, noise signals are paired with more than one clean signal as n€oceszaryg-
ple, if there are three clean signals and twise signals, theare paired and combined as follows:

output signal 0 = clean signal (af] * noise signal 0 +b[0]

output signal 1 = clean signal 1afl] * noise signal 1 +[1]

output signal 2 = clean signal 2af2] * noise signal 0 [2]

The initial values of theains,a, and ofsets,b, are zero for all signals (i.e., no noise is added). In the pro-
tocol annotation file, théme field of each NOTE annotation specifies when gains are to be changed, and
the aux field specifies ne values for the gains (incani{3) %lf format, beginning witha[0]; values are
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separated by white space within tnexfield). Theoffsets,b, are recalculated at these times to cancel out
step changes in signaivids when gins are changed. During the intervals between NOTE annotations in
the protocol annotation file, gains and offsets are fixed.

If no protocol annotation file is specifiaust generates one using a standard protocol érfiinute noise-

free “learning period”, followed by two-minute periods of noisy and noise-free signals alternately until the
end of the clean record). Thaigs to be applied during the noisy periods are determined in this case by
measuring the signal and noise amplitudes $geal-to-noise ratios below).

Generation of the output signals ends at the time of the la$EN{Nnotation in the protocol annotation
file, or at the end of the clean record, whidtecomes first. If the noise record ends before that timse,
‘rewinds’ the noise record to the beginning as necessary to obtain additional noise samples.

If a non-standard protocol is needed, it is probably easiest tastumthout the-p option to obtain a stan-
dard protocol annotation file. The standard file can bererted to tet by rdann(l1), edited as needed
using any text editor, and corverted back into annotation file format yann(1).

Signal-to-noise ratios
It is useful to characterize the noisgdein a noise stress test in terms of the signal-to-noise ratio (SNR)
during the noisy ggments. SNRs commonly expressed in decibels (dB):
SNR=10log (S/N
whereSis the paver of the signal, anl is the power of the noise. If thp option is omittednst measures
SandN, and determines gains for the noise signals suchSN&matches the iel specified using thes
option (or interactiely).

The major dificulty in applying such a definition to the noise stress test is that most measurements of signal
power are not particularly meaningful when applied to the E@Gneasurement based on mean squared
amplitude, for example, will be proportional to the square of the heart3atgh a measurement bears little
relationship to a detecter'aility to locate QRS compies, which is typically related to the size of the
QRS complg. A less significant problem is that unweighted measurements of noiss pee likely to
overestimate the importance of verydrequeng noise, which is both common and (usually) not trouble-
some for detectors. In wieof these issues)st definesS as a function of the QRS amplitude, s a
frequeng-weighted noise power measurement. The definitionS afid N have keen chosen such that
SNRs gven for noise stress tests will correspond roughly in terms of an irdyitilefined ‘signal quality’

with SNRs such as those that may be encountered in other contexts.

To determineS, nstinvokes sigamp(1) to read the reference annotation file for the ECG record and to mea-
sure the peak-to-peak amplitude of each of the first 300 normal QRS zesnfileeach case, by measur

ing the range of amplitudes during a wimdfrom 50 ms before to 50 ms after the QRS annotatidhp

largest 5% and the smallest 5% of the measurements are discardsijaanpestimates the peak-to-peak

QRS amplitude as the mean of the remaining 90% of the measuremsentjuares this peak-to-peak
amplitude estimate and divides the result by 8 (correct for sinusoids, close enough for these purposes) to
obtain the QRS “powerestimate,S.

To determineN for the unscaled noise signatégampdivides the first 300 seconds of the noise record into
one-second chunkd-or each chunksigamp determines the mean amplitude and the root mean squared
difference,n, between the signal and this mean amplituds.in the calculation of S, the largest 5% and
the smallest 5% of the 300 measurements afe discarded, arslgamp estimates the RMS noise ampli-
tude as the mean of the remaining 90% of the measureni¢igghe square of this estimate; if a noise sig-
nal is scaled by aain, a, thenN is scaled by the square af To obtain the desire@NRgiven SandN, nst
solves forain the equation:
SNR=10 log §(N* a**2))

The calculations o§, N, and a are performed separately for each pair of clean and noise signals.

Noise records
Three noise records suitable for use witlst are aailable from http://wwwphysionet.org/phys-
iobank/database/nstdb/ and are also provided imstetbdirectory of the MIT-BIH Arrhythmia Database

CD-ROM. Thesecontain noise of the types typically observed in ECG recordifitpgy were obtained
using a Holter recorder and standard electrodes fouktdry ECG monitoring, on an aedé suibject. The

22November 2002 WFDB 10.3.0



electrodes were placed on the limbs in locations chosen such that the suljéttis not visible in the
recorded signalsTwo signals were recorded simultaneousBecordbw contains primarily baseline am-

der, a low-frequeng signal usually caused by motion of the subject or the leR#sordemcontains elec-

trode motion artéict (usually the result of intermittent mechanical forces acting on the electrodes), with
significant amounts of baselineamder and muscle noise as weaRecordma contains primarily muscle
noise (EMG), with a spectrum thaveslaps that of the ECG, but which extends to higher frequencies.
Electrode motion artifct is usually the most troublesome type of noise for ECG analyzers, since it can
closely mimic characteristics of the ECGor this reason, the remaining records in tiségdbdirectory con-

sist of noise from recordmmixed with clean ECGs hyst.

Although an early version afst generated the records in thetdb/olddirectory the signal-to-noise ratios
of these records were not determined using the definitiongalfonfortunately they were not calculated
as stated in theeadme.dodile on the first edition CD-ROM, eith¢rUsingthe definitions abee, the sig-
nal-to-noise ratios (in dB) for the noisy portions of these records are as follows:

Recod HdgnalO Signall Recor 9gnalO Signal 1
118 02 19.79 14.38 119 02 20.31 13.79

118 04 13.77 8.36 119 04 1429 7.77
118 06 10.25 4.84 119 06 10.76  4.25
118 08 7.75 2.34 119 08 8.27 1.75
118 10 5.81 0.41 119 10 6.33 -0.19
118 12 4.23 -1.18 119 12 4.74 -1.77

Choosing ‘clean’ records
If the goal is to assess noise wstness, ‘clean’ records are best chosen from among those that can be ana-
lyzed without error (or with very l@ error rates). Given such a choice, anerrors observed in analysis of
nst output records can be attributed to the effects of the added noise, and nptrtiasic properties of
the signals.

Using nst output
The output records generatedrst may be analyzed in the same way as the clean records from whjich the
were obtainedFor ECG analyzers, programs suchlad(1), epicmp(1), mxm(1), andrxr (1) may be use-
ful for assessing the accuyaof analysis results.A series ofnst output records with a range of signal-to-
noise ratios may be used to determines lanalyzer performance varies as a function of SNRe parame-
ter of greatest interest is usually the minimum value of SNR for which performance remains acceptable.

The standard protocol is designed to provide a fair yet difficult challenge to most anafyagrents of
noise-free signals during the test period illustrates Inapidly the analyzer rewers its ability to analyze
clean signals after having been presented with noisy signals.

Tests of multichannel analyzers should include records in which not all signals are equally Sugisy
records can be generatedrst with appropriately constructed protocol annotation files.

ENVIRONMENT
It may be necessary to set and export the shell vanabIeB (seesetwfdb(1)).

SEE ALSO
bxb(1), epicmp(1), mxm(1), rdann(1), rxr (1), setwfdb(1), sigamp(1), xform (1), wrann(1), signal(5)

Moody, G.B., Muldron, W.K., and Mark, R.G.A noise stress test for agtihmia detectorsComputes in
Cardiology11:381-384 (1984).

AUTHOR
George B. Moody (george@mit.edu)

SOURCE
http://www.physionet.org/physiotools/wfdb/app/nst.c
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NAME

plot2d, plot3d — ma& 2D or 3-D plots from text files of data, usigguplot

SYNOPSIS

plot2d [ input-file] [ [ xcol] ycol] [ options ..]
plot3d [ input-file] [ [ xcol ycol] zcol] [ options ..]

DESCRIPTION

These UNIX shell scripts can be used to produce simple 2-D and 3-D plotgnaijpigt(1) in batch (non-
interactive) mode. plot2d was designed as a quick-and-dirty replacementdio(l) (see http://wwwvphys-
ionet.org/plysiotools/plt/ ).plot2d accepts a f& of the most commonly-usqat options and produces sim-
ilar plots. plot3d uses the same syntax piet2d, but it produces simple 3-D plots (a capability not yet
offered byplt).

The input-file should contain one or more space- or tab-separated columns of data per line, with each point
on a line. Omit thenput-file agument to read data from the standard ingidote: sincegnuplot cannot
read data from a pipelot2d andplot3d save gped input in a temporary file beforevsking gnuplot.)

xcol, ycol, and zcol specify the column numbers within the input file for the xang z coordinates of the
points to be plotted. The leftmost column is column O (thiseauion follows that used bplt, rather than
that used bynuplot). Omit the xcol agument toplot2d to use rav numbers as abscissas;ycol is also
omitted, plot2d plots column 1 vs. column 0. When usipipt3d, omit both xcol andycol to generate x
and y coordinates sequentially based ammambers; élank line in the input resets x and increments y in
this case.

Optionsinclude:

-h Print help and exit (no plot is made).
-ttitle  Usetitle as the title for the plot.

-x label Uselabelas the X-axis label.

-y label Uselabelas the Y-axis label.

-z label Uselabelas the Z-axis labep(ot3donly).

-X Xmin xmax
Plot x-coordinates betweaminandxmaxonly.

-Y ymin ymax
Plot y-coordinates betwegminandymaxonly.
-Z zmin zmax
Plot z-coordinates betweeminandzmaxonly (plot3donly).
-T printer
Produce output on the specified PostSqijptter (default: plot on-screen)lUUse-T epsto gener
ate encapsulated PostScript on the standard output.

EXAMPLES

48

Create a text file with the following contents:

000

111

2438

3927

416
and call the filpowers Pot the first column vs. the second by:

plot2d powers 0 1 -t "Squares of small integers" -x "Integer” -y "Square"
The same file can be used to generate a numberfefedit plots, by choosing different columno plot
the third column vs. the first, try:

plot2d powers 2 0 -t "Marshmallows" -x "Mass (kg)" -y "Height (m)"
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SEE ALSO
gnuplot(1), plt(1)
AUTHOR
George B. Moody (george@mit.edu)

SOURCES
http://www.physionet.org/physiotools/wfdb/psd/plot2d
http://www.physionet.org/physiotools/wfdb/psd/plot3d
gnuplot http://www.gnuplot.info/
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NAME
plotstm — produce scatter plot of ST measurement errors on a PostScript device

SYNOPSIS
plotstm file

DESCRIPTION
plotstm reads a file of ST measurement errors produceepiiymp(1) using its-S, -S0, or -S1option, and
generates a PostScript page description for a scatter plot of these data, as specified by ANSI/AAMI EC38
and ANSI/AAMI EC57. The standard output pibtstm may be printed directly on grPostScript deice.

SEE ALSO
ecgeal(1), epicmp(1)
Evaluating ECG Analyzers
American National StanddrANSI/AAMI EC38:1998, Ambulatory Electrocardiographs
American National StanddrANSI/AAMI EC57:1998, ésting and Reporting Performance Results of-Car
diac Rhythm and ST Segment Measurement Algorithms
The last two publications are\ailable from AAMI, 1110 N Glebe Road, Suite 220, Arlingtory 22201
USA (http://www.aami.org/).

AUTHOR
George B. Moody (george@mit.edu)

SOURCE
http://www.physionet.org/physiotools/wfdb/app/plotstm.c
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NAME
plt — male 2-D plots

SYNOPSIS
plt [ data-sped [ data-file] [ [ xcol] ycol] [ options ..] [ -T Iw | lwcat [ Iwcat-optionsg] ]

DESCRIPTION
This man page is intended as a supplement to the command-line help provigedtssif (using the-h
option, see belw). If you hare rot previously usedlt, please look at thelt Tutorial and Cookbogk
which is included in thelt package (seBOURCESbelow).

plt is a non-interactie (command line-dvien) plotting utility. plt can produce publication-quality 2D plots
in PostScript from easily-producedxteor binary data files, and can also create screen plots under the X
Window System.

All data presented tplt must be aganized in rows and columns. Columns are numbergihbéng with

zero, and each column contains values for a variable that can be used as an abscissa (x coordinate), ordinate
(y coordinate), or (with appropriate options described gl grey levd, color, or ather plot attrilutes.

Rows are numbered beginning with one, and eashcomtains a value for each columwithin adata-filg

values are alays arranged in row-major order (all elements of r, followed by all elements of vo 2,

etc.).

Usually data must be in & form in order forplt to read them. Each non-empipn-comment line (i)

in the input should contain ale for each column that will be plottedyaaalditional values or otherx&a

text at the end of a m will be ignored. Columns can be separated byramber of spaces or tab&om-

mas and single or double quotation marks can also be used as column separators with current versions of
plt, though not with olderersions. lis not necessary to line up the values in eaeh there may also be

spaces or tabs at the beginning of a line, and these will also be ignored.

If no data-fileis specifiedplt reads data from its standard input. The command-ligaraentsxcol and
ycol specify the column numbers for the abscissas and ordinates redpedfionly one column number
is specified, it is taken g%ol, and plt generates a series of abscissas automatidaliiie data-filecontains
no more than ter columns, bothxcolandycol may be omitted.

By default, plt reads all rows of thdata-fileand scales the x and yesxso that all data can be plotteh
optional data-speg¢a gring beginning with a colon (:), can be used to select a subset of the rows in the
data-file For details on using data-specand for information about reading binary data files ugihgsee
theplt Tutorial and Cookboak

plt recognizes a large number gptionsfor controlling and customizing plotsTo sse a summary of all
options, run “plt -h”; if this command is followed by one or more strings (which should rgit veith
hyphens)plt prints one-line summaries of all options beginning with those strings only.

plt can read its options from command-line arguments, frdanmraat file(specified using the option), or
from aformat string(supplied on the command line, fallimg the-F option). Wherusing format files or
format strings, omit the hyphen (-) before each option.

Options
Fdlowing is a brief summary gblt’s options. Notethat man options require auments.plt chooses a
suitable default for most such arguments if the argument is supplied &eéthe plt Tutorial and Cook-
bookfor further details.

-p plot-styles
Specify style(s) for data plotsivailable plot-stylesinclude ¢, ‘C’, ‘e+c’, ‘e, ‘e, ‘E+n’, 'E-
nl, LE:nl, Lf), li), LI!, Lm17 Lnl, iN), 101, LOY, Lwl, 53.]1, and Lt!.

-selements

Suppreselementof output. Elements that can be suppressed incledgerasing the screen or
beginning a ner page before plotting),a (anything associated with axesk’ (arything associ-
ated with the x axis)y’ (arything associated with the y axisy, (the grid), m’ (x and y axis tick
marks), ' (x and y tick mark numbers)t”(x and y axis labels and plot title), {user-supplied
labels), p’ (data plots), andf* (“figures’ -- boxes, line segments, arrows, angdads). In
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addition, theselementsnodify the effects of another elements that fola ‘X’ (restrict efects
to x axis), Y’ (restrict effects to y axis), and’ (apply effects to both &s); andhe elementC’
reenables all elements.

-X Xmin xmax
Set the x-axis range (see alga).

-Y ymin ymax
Set the y-axis range (see alya).

-t title  Set the title for the plot (enclosde in quotes if it contains whitespace or begins wttor ‘ [’).

-T type Specify the outputype which may bexw (X11 windaw, the default under Unix or Linux and not
awailable under MS-Windows), dw (PostScript, the default under MS-Windows).

-g grid-mode
Specify the grid style, which may I, out (default),both, none sym (make symmetric axes at
top and right),grid (extend major ticks across the entire ployrid, ygrid, or sub (extend all
ticks across the entire plot).

-h [ option-prefix ...]
Show help on options beginning witbption-prefix(which should not begin with"). If option-
prefixis omitted, she help on all options.

Within the next group of options, those with upper-case nam&s (-B’, ...) usewindow coodinates
between (0,0) and (1,1); those with lower-case nam&s ‘(b’, ...) usedata coordinates

-ax0y0x1yl
Draw an arow to (x0,y0)from (x1,y1)

-A xwO0 ywO0 xwl ywl
Draw an arow to (xwO0,ywO0)from (xw1,yw1)

-b x0 y0 x1 y1
Draw a box with opposite corners &0,y0) and (x1,y1)

-B xw0 yw0 xw1 yw1l
Draw a box with opposite corners &wO0,yw0) and (xw1,yw1)

-cx0y0 x1yl
Connect point$§x0,y0)and(x1,y1)

-C xwO0 ywO xwl ywl
Connect pointgxw0,yw0)and (xw1,ywl)

-d x0y0 x1y1
Draw a dark (filled) box with opposite corners @®0,y0) and (x1,y1)

-D xw0 ywO xw1l ywl
Draw a dark (filled) box with opposite corners @w0,yw0) and (xw1,ywl)

-l x'y toc label-string

Print label-stringat (x,y). Thetbc argument is a two-character text box coordinate that specifies

how the label is to be positioned relaio (x,y), the default CC) centers the string &x,y).

-L xw yw tbc label-string
As for -1, but using windav coordinategxw,yw)

-w configuration subwindow
Confine the plot to a predefined windogpecified by the guuments. configurationspecifies the
number of subwindows (panels), using onenof(1), ‘b’ (2), or 'q’ (4), andsubwindowspecifies
which panel is to be plotted (0 or 1 fan*; O, 1, or 2 for b’; or 0, 1, 2, 3, or 4 ford’). In each
case, subwinde O creates the frame of the entire plot, and the other subwidefer to rgions
where data can be plotted. Use this option withor ‘ -s & to create multi-panel plots in stages
without starting a ne page or erasing the windabefore starting each nestage.
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-W xp0 yp0 xpl ypl
Define the rgion of the page in which to plot. The arguments [zage ®ordinates the page
coordinates (0,0) and (1,1) correspond to the lower left and upper right corners of the page.

-f format-file
Read options from the specifiemrmat-file

-fa format-file
Record the current axis parameters as options in the spdoifiadt-file (for use with a lateplt
command). Therevious contents dbrmat-filg if any, will be overwritten.

-F format-string
Read options from the specifiegmrmat-string

-0 Suppress all output except data plots.

-cz xfrom xincr
Generate abscissas,ding with xfrom (default: 0) and incrementing byincr (default: 1) at
each step.

-ex Don't exclude points outside axis limits.

-hl x 'y the n file
Print the n&t n (default: 1000) lines of the specifiditk as a label, placing the reference point for
the first line of the label at data coordinafeg) The tbc argument is defined as fal and is
applied to each line of the labeThe file is opened when first used blgl or -vl, and remains
open, so that succegsi-hl or -vl options referring to the sanfige read and print successilines.
At most MAXLABELFILES (defined inplt.h, currently 6)files of label strings can be open at
once.

-vl xy e n file
As for -hl, but print the label in a vertical orientation (rotated 90 degrees counterclockwise).

-le linenumber plotnumbdrtext]
Define the specifieinenumberin the legend (see alstp). Line numbers in the legend gia
with O (the top line); plot numbers alsodie with O (these refer to the data plots, and are used
here to determine the line style for the ergrsgample plot sgment). Thetextis printed to the
right of the sample plot genent. D create an entry with more than one line oftteise additional
-le options with diferentlinenumbes as mcessaryomitting the plothumber(use *') for all but
the first. If the same data are plotted more than once in a single figure to createrlag (for
example, using symbolsver line segments), arnverlaid legend entry can be created using addi-
tional -le options with the saménenumberand diferentplotnumbersomitting thetextfor all but
the first.

-lp xw0 yw(Q[ boxscalg seglengti opaque] ] ]
Define the winder coordinates(xw0, yw0)of the upper left corner of the plotgend text, and
other attributes for the plot legendegi. plt determines the size of the box it draws around the
legend, loit the calculated width of the box is multiplied Ibyxscale The seglengttoption speci-
fies the length of the sample plogseents, as a fraction of the x-axis length (default: 0.05).
opaqueis ‘yes (default), the background of the legend is opaque white; otherwise, the background
is transparent (anpreviously drawn material remains visible through the legend bbkjless a
-Ip option is provided, no legend is printed.

-Ix [ base] subtickg ]
Draw a logarithmic x-axis; baseis the base of the logarithms (default: 10), anbticksis either
‘yes or ‘no’. If the axis has a small number of major tighs,draws subticks by default; use the
subticksargument to changat’s default behavior.

-ly [ base] subtickg ]
Draw a logarithmic y-axis.
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-tf file [ tbc]
Load the text string array from the specifild. Each line of thefile defines an element of the
string array; using plot stylesor t, these strings can be plotted in the same manner as data points.
The optionaltbc specifies ha the positions of the strings are to be modified whery tre
printed, in the same way as fér by default, the strings are centered on the coordinates specified
for them.

-ts "stringO0 stringl .". [ thc]
Load the text string array from the quotedjanent (whitespace separates strings in the array)
rather than from a file; otherwise, this option is the sam# as

-fs "stringO stringl .”.
Load the font string array from the quotedwament. Usingappropriate plot style-|) options, the
strings can be used to change the font, line style (solid, dotted, dashed, etc.), or drawing color.

-X string
Set the x-axis title tstring (which must be quoted if this option is used on the command line or if
string begins with ‘(" or ).
-xa xmin xmax tik fmt tskip ycross
Specify the x-axis range (aminto xmay; the interval between x-axis tick marks; the fornfiaut,
in which to print the numbers (e.g.9%6.3f", “%.2e"; any format thafprintf(3) can use for print-
ing floating-point numbers is acceptable); the number of ticks per labelledskgk,and ycross
the point on the y-axis that the x-axis should cross, in y-usitg; of these parameters may be
supplied as “-", which causegdlt to choose a reasonable value based on the input data.

-Xe Xmin-error xmax-error
Use this option to specify the amount by which the x-axis range is allowed to exceed the range of
x-values in the input data, whett determines the x-axis range automatically.

-xm tick-base
Make x-axis ticks be multiples of the specifitck-base

-X0 x-axis-offset
Move the x-axis down bx-axis-offse{expressed as a fraction of the y-axis length).

-Xr Draw the x-axis at the top of the plot

-xt X labell tick-size]
Add an extra labelled tick at the specifiegosition, and label it with the specifiémbel (which
may be aw string). Theoptionaltick-sizeargument specifies the length of the added tick, as a
fraction of the dedult length for labelled ticks (e.g., a value of 1.5 makes the added tick 50 longer
than the standard size).

-xts X [ tick-size]
Force a labelled tick to appear on the x-axis at the spegifited positions of the other labelled x-
ticks are adjusted accordinglylick-sizeis defined as foxt.
-y string
Set the y-axis title tstring (see-x).
-yaymin ymax tik fmt tskip xcross
Set up the y-axis (sega).
-ye ymin-error ymax-error
Set the allwable error in the y-axis range (see).
-ym tick-base
Make y-axis ticks be multiples of the specifitck-base
-yo y-axis-offset
Move the y-axis to the left by-axis-offsetexpressed as a fraction of the x-axis length).
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-yr Draw the y-axis at the right edge of the plot.

-yt y labell tick-size]
Add an extra labelled tick at the specifiegosition (seext).

-yts y [ tick-size]
Force a labelled tick to appear on the y-axis at the spegifigele-xts).

-dev pterm option
Procesoption only if the value ofPTERM is pterm The -dev option may be useful in scripts
that produce screen or printed plots in different formats.

-sf name specification
Create a ng font group with the specifiedameand set its specifications (font, point size,
color/grey levd, line width, and line style). See the chapter titmlors, Line Styles, andoatsin
theplt Tutorial and Cookboofor details.

-ch height-factor width-factor
Modify the height and width of all characters printed in the plot by the specified factors.

-sizefscl width height left-margin bottom-margin
Specify the size and position of the plot on the paldee width, height left-margin and bottom-
margin are specified imnches(1 inch = 25.4 mm).fsclis a factor applied to the point size of all
printed charactersndependentlypf the scaling applied to the rest of the plot. This optionfeccef
tive for printed plots only.

Screen and printed plots
By default, plt makes an X11 screen ploflo make a pinted plot, use the optiofT Iw, and pipe the output
of plt to lwcat(1l). UnderUnix, GNU/Linux, or MacOS/X)wcat uses the standadgr print spooler to
sendplt’s output in PostScript format to the default print&hen running with a Cygwin/bash wingo
under MS-Whdows, or when usindwcat's -gv option under Unix or Linux, the PostScript output is dis-
played on-screen using GhostScri@SView under MS-Whdows, or gv otherwise; these programs can
save the output in a file or send it to a printer).

EXAMPLES
Create a text file with the following contents:
000
111
248
3927
416 &4

and call the filpowers Pot the first column vs. the second by:

plt powers 0 1 -t "Squares of small integers" -x "Integer” -y "Square"
The same file can be used to generate a numberfefedit plots, by choosing different columno plot
the third column vs. the first, try:

plt powers 2 0 -t "Marshmallows" -x "Mass (kg)" -y "Height (m)"

SEE ALSO
imageplt(1), lwcat(1), pltf (1)

The plt Tutorial and CookbooKa book-length introduction tplt, included in theplt source package) con-
tains may more examples.

AVAILABILITY
plt is available as part of PhysioToolkit (S&URCESbelow) under the GPL.

AUTHORS
plt was aiginally written by Paul Albrecht, and is currently maintained by @GeoB. Moody
(george@mit.ed.
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SOURCES
http://www.physionet.org/physiotools/plt/
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NAME

pltf — make function plots

SYNOPSIS

pltf [ expression xmin[ xmax[ xinc]]]1]

DESCRIPTION

pltf provides a simple way to ude(1) andplt(1) to generate plots of maieommon functions of a single
variable. Thecommand-line arguments are interpreted according to their pogilibrgasks for values for
ary missing arguments.

The first agument.expression can be ay expression valid as input tac(1), with the additional feature that
the \ariablex may appear anywhere in th&peession where a number would be allowedboy Some
examples of valid expressions are:

X"3+3*X"2+3*x+1
(x+1)3
s(sqrt(x"2))

The first two of these are equélent; notethat whitespace and parentheses are allowedpressions,
although it is necessary to enclose such expressions in double quoté$x(e.d.)*e(x)" ) when entering

them as command-line arguments in order to protect them from the shell. The last expression is the sine of
the square root of x squaredeebc(1) for a complete list ofwailable special functions, orwoke pltf with

no command-line arguments to obtain a list.

The second and third arguments specify the domain of the functionaftreswer which x should ary),
and the fourth argument specifies simcrement (the difference between conseeutalues ofx for which
the expression is to beauated).

pltf is a shell script that uses a helper applicati@ble, to prepare input fobc -I. Invoke ftable directly
(using the same arguments asftif) if you need to change the format of the plot or enakyinted \er-
sion of it. See the source fpltf to see ha to do tis.

SEE ALSO

imageplt(1), plt(1)

AVAILABILITY

pltf is available as part of thelt package in PhysioToolkit (S&OURCESbelow) under the GPL.

AUTHOR

George B. Moodydeorge@mit.edy

SOURCES

plt 2.3

http://www.physionet.org/physiotools/plt/plt/misc/pltf
http://www.physionet.org/physiotools/plt/plt/misc/ftable.c
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NAME
pnnlist, pPNNx — desie pNNXx statistics from an annotation interval list or an annotation file

SYNOPSIS
pnnlist [ options... ] pNNXx -r record -a input-annotatorf options... ]

DESCRIPTION
These programs deg pNNx time domain measures of heart rate variability defined fpttiare intenal x
as the fraction of consecwi rormal sinus (NN) interals that differ by more thax Cornventionally, such
measures he leen applied to assess parasympathetic activity usindb0 milliseconds (yielding the
widely-citedpNN5Ostatistic).

pnnlist
This program takes as standard input an annotation interval list, containin@lsterseconds and the
(beat and non-beat) annotations that terminate eachahtand outputs on standard output each unique
NN increment (x) in milliseconds, and the percentage of NN interval increments (pNNx) greater than x.

Options forpnnlist may include:

-h Print this usage summary.

-iinc  Compute and output pNNx for x =idc, 2*inc, ... milliseconds.

-p Compute and output increments as percentage of initial intervals.

-S Compute and output separate distributions of pas#id neeive intervals.

PNNx
This shell script imokes ann2rr(1) andpnnlist to obtain pNNXx statistics using a beat annotation file as
input. Theinput file must be specified using thierecord and-a annotatorarguments.

Options forpNNx may include ay of those usable witpnnlist, as well as:
-f time Begin at the specifietime. By default,pNNXx starts at the beginning of the record.
-t time Stop at the specifigiiine

EXAMPLES
These commands are functionally identical:
ann2rr -r nsrdb/16265 -a atr -A -i s8 -w | pnnlist
PNNX -r nsrdb/16265 -a atr

Each of these commands reads Hie (reference) annotations for MBIH Normal Sinus Rithm
Databaser(srdb) record 16265 (downloading them directly from PhysioNet if the annotation file has not
previously been downloaded into a loecardb directory These commands will then print each unique NN
interval increment in milliseconds along with the percentage of intervals greater thamltiet Bothof
the examples alve produce the same output; the firstvfénes are shown below:

0 89.2738

7.8125 69.4564

15.625 53.3662

23.4375 40.8539

31.25 31.4265

39.0625 24.1817

46.875 18.4763

54.6875 14.1261

62.5 10.7312

70.3125 8.06025

78.125 6.09401

85.9375 4.56975

93.75 3.47841

101.562 2.66896
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ENVIRONMENT
It may be necessary to set and export the shell vanaBIeB (seesetwfdb(1)).

SEE ALSO
ann2rr (1), setwfdb(1)

AUTHOR
Joe E. Mietus (joe at physionet dot org)

SOURCE
http://www.physionet.org/physiotools/pNNx/pNNx.src/pnnlist.c

http://lwww.physionet.org/physiotools/pNNx/pNNXx.src/pNNx
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NAME
pschart — produce annotated ‘chart recordings’ on a PostScript device

SYNOPSIS
pschart[ [ options... ] script... ]

DESCRIPTION
pschart produces high-quality annotated plots of WFDB records on PostScyipede Wherrendered on
a PostScript laser printer or phototypesetthe plots closely resemble those that appear on pages 99-177
of theMIT-BIH Arrhythmia Database Directory

pschart reads one or morscript files containing neline-terminated commands. Its standard output is a
PostScript file suitable for printing directly with no further processing. Bwudgfpschart draws ‘zero-
width’ lines; doing so typically reduces the printing time by a factor of three for a first-generation (300 dpi)
laser printer while producing visually pleasing resulfsthe output is destined for a high-resolution (600
dpi or more) printer or phototypesetteoweve, be sure to use thed option (see belw), or the traces and

grid will be invisible (or nearly so).

Options:
-aann Print annotations from annotatann (default: ‘atr’). To suppress annotation printing, usa " .

-A ann As for -a, but for a second annotatofhe second set of annotations is shownwéle first set.

-bn Set the binding offset to millimeters (default: 0). The inside ntan is increased by mm, and
the outside margin is decreased by the same amount.

-C string
Print ‘Copyright ©string' in the left page footerstring may include whitespace if it is quoted.
The characters ‘%d’, if included istring, are replaced by the current yeak default cogyright
notice is printed if nec option is specified.To suppress printing the cygght notice, use-t "™ .

-C Produce charts in color (default: black and white).

-Cargb
Draw annotations (if enabled) in the specified colbine color is specified using three numerical
arguments (with values between 0 and 1 insgsthat indicate the amounts of red, green, and
blue respectiely. Examples:-Ca 0.5 0.5 1.(Qporoduces light blue (the default obtained usifig
only); -Ca 0 0.5 Qproduces a deep green color.

-Cgrgb
Draw the grid (if enabled) in the specified colbefault: red (1 0 0).
-Clrgb
Draw labels and other non-annotation text in the specified.cBlefault: black (0 0 0).
-Csrghb
Draw signals in the specified coloDefault: deep blue (0 0 0.5).
-dn Set up for using a printer with a resolutionmodiots per inch (deifult: n = 300, the typical resolu-
tion for laser printers).For a phototypesettem is typically 1200 or 2400. Note thatdoes not

have o be ®rrect in order to get properly scaled outpthe value determines the granularity of
the calculations made Ipschart and the line width used by the printbut not the scales.

-e Process wen-numbered pages in a manner appropriate for two-sided prinErgn-numbered
pages are printed with versed page headers, and with the outside margin on the leftuldef
page headers are noveesed, and the inside margin isvals on the left).

-E Generate EPSF format (encapsulated PostScript file format), suitable for inclusion in another
PostScript file.

-g Print a 0.5 mV x 0.2 sec grid with 0.1 mV x 0.04 sec subticks under each stapl{ded grid).
This grid is drawn using thgrid procedure in the prolog file (SE&NVIRONMENT below).

-G Print a 0.5 mV x 0.2 sec grid without subticks under each strimtteho grid). This grid is
drawn using th&rid procedure in the prolog file (SE&NVIRONMENT below).
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-h Print a usage summary.

-H Read the signal files in high-resolution mode (default: standard mode). These modes are identical
for ordinary records.For multifrequeng records, the standard decimation gé&sampled signals
to the frame rate is suppressed in high-resolution mode (rathether signals are resampled at
the highest sampling frequency).

-i file  Print the (text) contents dile instead of the title in the title area of the first page of outphe
text is printed in a monospaced font; use spaces rather than tabs in the text to align columns.

-l Label the signals in the margins next to each strip (default: no signal labels).
-L Print in landscape orientation (default: portrait orientation).

-m inside outside top bottom
Specify page margins in millimeterdDefaults: top and bottom 25 nmm; inside and outside
25-37.5 mm (half of the difference between the page width and the default strip vifitih).
default strip width is the layest multiple of 25 mm that is at least 50 mm less than the page width.
Note that page headers and footers, time stamps, and signal labels are printed igitise ko
note that hardware-enforced, printer-specific margins are not included; the margins specified
using-m apply to the imageable area, and not necessarily to the physical page.

-M Print marker bars across the signals tonstite locations of beat annotations (e@glént to-M1).

-Mbarstyle
Set marker bar and annotation format (note: no space betiMeandbarstyld. Legd values for
barstyle 0 (no bars); 1 (bars across all signals); 2 (bars across attached signal, annotations at cen-
ter); 3(bars across attached signal, annotationsebars). De#ult: barstyle= 0.

-nn Usen as the number of the first page (default: 1). Used' (or ary negdive value forn) to sup-
press page numbering.

-p Pack sufficiently short strips side-by-side (dett: print each strip centered between the inside and
outside margins in a voby itself).

-P pagesize
Specify the size of the output pages to be printeghjd values forpagesizeare: ‘letter’ (8.5" x
11", 216 mm x 279 mm; imageable area 209 mm x 272 mm), ‘lwletter’ (8.5" x 11", 216 mm x 279
mm; imageable area 203 mm x 277 mm)gde(8.5" x 14", 216 mm x 356 mm; imageable area
209 mm x 348 mm), ‘lgd13’ (8.5" x 13", 216 x 330 mm; imageable area 209 mm x 322 mm),
‘A4’ (8.27" x 11.69", 210 mm x 297 mm; imageable area 202 mm x 289 mm), ‘A5’ (5.84" x 8.27",
148 mm x 210 mm; imageable area 140 mm x 202 mm); ‘B4’ (9.84" x 13.9", 250 mm x 353 mm;
imageable area 249 mm x 356 mm), ‘B5’ (6.93" x 9.84", 176 mm x 250 mm; imageable area 173
mm x 249 mm), orwidthxheight (wherewidth andheightare the width and height of the image-
able area in millimeters)lwletter’ is the standard letter size for the Apple LaserWriter; all of the
other predefined page sizes are those used by the BRCPRnter Note that some printers may
require non-standard PostScript code to select non-standard page sizes; in such cases, it may be
necessary to customize the prolog file BH&ES). Default: letter size.

-r Print “Recordxxx’ as the first part of the title of each strip, wheoeis the record name.

-R Print a record name as part of the header on each page. If strips fooor twore records are
printed on one page, the name of the last record is printed.

-ssignal-list
Print only the signals named in thgnal-list (one or more signal numbers, separated by spaces;
default: print all signals).

-S scale-mode timestamp-mode
Print scales and timestamps in the specified modegd values forscale-mode0 (no scales); 1
(mm/unit in footers); 2 (units/tick in footers); 3 (mm/unit abatrips); 4 (units/tick abee grips);
5 (mm/unit within strips); 6 (units/tick within strips)Legd values fortimestamp-mode0 (no
timestamps); 1 (elapsed times only); 2 (absolute times if defined, elapsed times otherwise).
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Defaults:scale-mode 1, timestamp-mode 2.

-tn Set the time scale tomillimeters per second (dailt: n = 12.5, half of the standard scale for chart
recorders).

-T title  Set the page title totle (which may include whitespace if quoted). If fIo option is specified,
the page title is constructed from the date of the last recording on the page, if defined, er today’

date otherwiseTo suppress printing the page title, us .

-u Generate ‘unstructured’ PostScript as a workaround for a bug in the Adobe TranScripresoftw
(also seENVIRONMENT belaw). Default: generate structured PostScript, suitable for process-
ing by page-selection or pageseesal post-processors.

-vn Set the voltage (ordinate) scalertonillimeters per millvolt. Signalsthat do not hee wnits of
millivolts (as specified in the recosdheader file) are scaled proportionatedg pecified by the
calibration file (seenvfdbcal(5)). Thedefault scale is 5 mm/m\half of the standard scale for
chart recorders.

-V Verbose mode (echo each command as it is read from the script file).

-wn  Set the line width for signals, grid lines, and marker barsrton. Dehult: O (the narrvest pos-
sible width; note that some devices may not render zero-width lines correctly).

-1 Print only the first character of each comment annotation.

Color output
If none of the-C options is used, output is in black and white. I§ aalor option is used, output is in the
default colors (light blue annotations, red grid, black labels, deep blue signals) urdegiden by one or
more of the-Ca, -Cg, -Cl, or -Cs options. Coloroutput can be rendered in greyscale by monochrome
PostScript printers, although black-and-white output may look better in such cases.

Scripts:
Any argument that is not an option or an optiogwament is taken as the name of a script ofline-termi-
nated commands to baeeuted bypschart. If the script name is ‘-’pschart reads commands from the
standard input.Options that follav a script name are not applied to the processing of that script, so it is
possible to use tavor more scripts with dierent sets of options in a single run. Standard commands are of
the following form:

record time title

in whichrecordis the name of the record for which a strip is to be printegtindicates the time of the left
edge of the strip to be printed, atitte is a description to be printed alaothe strip. Fields are separated by
spaces or tabs. If themefield contains ayphen (*-'), the portion that precedes the hyphen is taken as the
time of the left edge of the strip, and the portion that follows the hyphen indicates the end of the desired
segment; additionabtrips continuous with the first are printed if necessahyless the-p option is speci-
fied, strips that are less than the full width of the page are centered within tfiasndrhetitle field may
include embedded spaces or tabs, or it may be omifiethtally empty command line specifies a page
break, i.e., it causgsschart to put the next strip at the top of annpage, &en if the current page is not
full.

ENVIRONMENT
The environmentariablePSCHARTPRO can be used to name an alternate prolog file (see below) for cus-
tom formats. The environmentariable TRANSCRIPTBUG may be set (to gnvalue) to generate
‘unstructured’ PostScript by default (see teoption abee). It may be necessary to set and export the
shell variableAWFDB andWFDBCAL (seesetwfdb(1)).

FILES
{usr/local/lib/ps/pschart.pro
default PostScript prolog file.

{usr/local/lib/ps/12lead.pro
alternatve PostScript prolog file, suitable for printing standard 12-lead diagnostic ECGs (10 sec-
onds, 4 traces, with the top three tracaddad into 2.5 second segments by marker bar$js
file redefines the grid drawn by th@ option (see th&rid procedure for details).
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BUGS
On older PostScript printers, output may be quitevsla full page, with grids and default scales, typically
takes about 3 minutes to render on an Apple LaserWadtabout 6 minutes on a Linotronic 1200 dpi pho-
totypesetterMost modern printers can rendeschart output at nearly full speed.

If the record you wish to plot is sampled at a very high rate velddithe printer resolution (i.e., if one
sample interval would appear on the page as much less than the distance bewiggry@ixmay wish to
usexform (1) to decimate to a lower frequenfor eficiency’s sake. Inextreme cases, this may be neces-
sary to &oid running out of memory in your PostScript printer.

Specifying EPSF output using thE option does not prent pschart from producing multi-page output,
which is not permitted in EPSFYou should ma& aure that your output fits entirely onto one page (most
easily verified using theV option) before including it in another document. Note that the bounding box
calculated bypschart covers the entire width of the page and most of its heigtdlgeing only about half

of the top and bottom margins, so that the header and footer material is includedf) oaly a small por

tion of the page contains plot$f. you wish to fit such a plot into another document with a minimum of
empty space around it, you may either edit the bounding box commentpadiart output, or specify a
page size that closely matches the size of your flbe document in whichschart output is included can
arbitrarily rescale the plot, so that scales expressed in mm/unit cannot be relied upon.

Under MS-DOS, a bug inommand.commalkes it impossible to pass an empty string in the argument list
of a command, so thaa ™ ,-c ™, and-T "™ do not work as described al® Type a space between the
guotation marks towaid this bug, or use one of the UNIX shells thatdnbeen ported to MS-DOS instead
of command.com

There are too maroptions. Irvoke pschart with no arguments for a brief summary of options.

SEE ALSO
psfd(1), setwfdb(1), wave(1l), xform (1)

AUTHOR
George B. Moody (george@mit.edu)

SOURCES
http://www.physionet.org/physiotools/wfdb/app/pschart.c
http://www.physionet.org/physiotools/wfdb/app/pschart.pro
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NAME
psfd — produce annotated ‘full-disclosure’ plots on a PostScript device

SYNOPSIS
psfd [ [ options... ] script... ]

DESCRIPTION
psfd produces high-quality annotated ‘full-disclosure’ plots of WFDB records on PostScrijsesle
When rendered on a PostScript laser printer or phototypeghteplots closely resemble those that appear
on pages 2-97 of thdIT-BIH Arrhythmia Database Directory

psfd reads one or morscript files containing newline-terminated commands. Its standard output is a
PostScript file suitable for printing directly with no further processidg.default, psfd draws ‘zero-width’

lines; doingso typically reduces the printing time by a factor of three for a first-generation (300 dpi) laser
printer while producing visually pleasing result§the output is destined for a high-resolution (600 dpi or
more) printer or phototypesetidioweve, be aure to use thed option (see belw), or the traces and grid

will be invisible (or nearly so).

Options:

-aann Print annotations from annotatann (default: ‘atr’). To suppress annotation printing, usa
-A ann As for -a, but for a second annotatofhe second set of annotations is shownwehe first set.

-bn Set the binding offset to millimeters (default: 0). The inside ntan is increased by mm, and
the outside margin is decreased by the same amount.

-C string
Print ‘Copyright ©string' in the left page footerstring may include whitespace if it is quoted.
The characters ‘%d’, if included istring, are replaced by the current yeak default cogyright
notice is printed if nec option is specifiedTo suppress printing the cgpght notice, use-t "™ .

-C Produce charts in color (default: black and white).

-Cargb
Draw annotations (if enabled) in the specified colbine color is specified using three numerical
arguments (with values between 0 and 1 inegsthat indicate the amounts of red, green, and
blue respectiely. Examples:-Ca 0.5 0.5 1.(Qoroduces light blue (the default obtained usifig
only); -Ca 0 0.5 Oproduces a deep green color.

-Cgrgb
Draw the grid (if enabled) in the specified colbefault: red (1 0 0).

-Clrgb
Draw labels and other non-annotation text in the specified.cBlefault: black (0 0 0).

-Csrghb
Draw signals in the specified coloDefault: deep blue (0 0 0.5).

-dn Set up for using a printer with a resolutionmodiots per inch (defult: n = 300, the typical resolu-
tion for laser printers).For a phototypesettem is typically 1200 or 2400. Note thatdoes not

have o be @rrect in order to get properly scaled outpthe value determines the granularity of
the calculations made Ipsfd and the line width used by the printbut not the scales.

-e Process wen-numbered pages in a manner appropriate for two-sided prinEegn-numbered
pages are printed with versed page headers, and with the outside margin on the leftuldef
page headers are noveesed, and the inside margin isval/s on the left).

-E Generate EPSF format (encapsulated PostScript file format), suitable for inclusion in another
PostScript file.

-g Print a grid with 1-second tick marks at the top of each page ana theddast strip on each page
(default: no grid).
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Print a usage summary.

Allot approximatelyn millimeters of vertical space on the page for each trace (defemT:5).
Label the signals in the margins next to each strip (default: no signal labels).

Print in landscape orientation (default: portrait orientation).

-m inside outside top bottom

-M

Specify page margins in millimeterdDefaults: top and bottom 25 nmm; inside and outside
25-37.5 mm (half of the difference between the page width and the default strip vifitih).
default strip width is the layest multiple of 25 mm that is at least 50 mm less than the page width.
Note that page headers and footers, time stamps, and signal labels are printed igitise ko

note that hardware-enforced, printer-specific margins are not included; the margins specified
using-m apply to the imageable area, and not necessarily to the physical page.

Print marker bars across the signals tonstite locations of beat annotations (eglént to-M1).

-Mbarstyle

-nn

-N

Set marker bar and annotation format (note: no space betiMeandbarstyld. Legd values for
barstyle 0 (no bars); 1 (bars across all signals); 2 (bars across attached signal, annotations at cen-
ter); 3(bars across attached signal, annotationseabars). De#ult: barstyle= 0.

Usen as the number of the first page (default: 1). Used' (or ary negdive value forn) to sup-
press page numbering.

Print counter values after time stamps in the left margin.

-P pagesize

-R

Specify the size of the output pages to be printeghjd values forpagesizeare: ‘letter’ (8.5" x

11", 216 mm x 279 mm; imageable area 209 mm x 272 mm), ‘lwletter’ (8.5" x 11", 216 mm x 279
mm; imageable area 203 mm x 277 mm)gde(8.5" x 14", 216 mm x 356 mm; imageable area
209 mm x 348 mm), ‘lgd13’ (8.5" x 13", 216 x 330 mm; imageable area 209 mm x 322 mm),
‘A4’ (8.27" x 11.69", 210 mm x 297 mm; imageable area 202 mm x 289 mm), ‘A5’ (5.84" x 8.27",
148 mm x 210 mm; imageable area 140 mm x 202 mm); ‘B4’ (9.84" x 13.9", 250 mm x 353 mm;
imageable area 249 mm x 356 mm), ‘B5’ (6.93" x 9.84", 176 mm x 250 mm; imageable area 173
mm x 249 mm), orwidthxheight (wherewidth andheightare the width and height of the image-
able area in millimeters)lwletter’ is the standard letter size for the Apple LaserWriter; all of the
other predefined page sizes are those used by the BRCPRnter Note that some printers may
require non-standard PostScript code to select non-standard page sizes; in such cases, it may be
necessary to customize the prolog file BH&ES). Default: letter size.

Print a record name as part of the header on each page. If strips fooor twore records are
printed on one page, the name of the last record is printed.

Same asr.

-ssignal-list

Print only the signals named in thgnal-list (one or more signal numbers, separated by spaces;
default: print all signals).

-S scale-mode timestamp-mode

-tn

-T title

WFDB 10.3.18

Print scales and timestamps in the specified modegd values forscale-mode0 (no scales); 1
(mm/unit in footers); 2 (units/tick in footers).egd values fortimestamp-mode0 (no times-
tamps); 1 (elapsed times only); 2 (absolute times if defined, elapsed times othebeif)Its:

scale-modes 1, timestamp-mode 2.

Set the time scale tomillimeters per second (d&dlt: n = 2.5, one-tenth of the standard scale for
chart recorders).

Set the page title totle (which may include whitespace if quoted). If b option is specified,
the page title is constructed from the date of the last recording on the page, if defined, er today’
date otherwiseTo suppress printing the page title, usé ™" .
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-u Generate ‘unstructured’ PostScript as a workaround for a bug in the Adab8cTipt softwre
(also seENVIRONMENT belav). Default: generate structured PostScript, suitable for process-
ing by page-selection or pagesesal post-processors.

-vn Set the voltage (ordinate) scalertonillimeters per millvolt. Signalsthat do not hee wnits of
millivolts (as specified in the recosdheader file) are scaled proportionatedg pecified by the
calibration file (seavfdbcal(5)). Thedefault scale is 1 mm/m\bne-tenth of the standard scale
for chart recorders.

-V Verbose mode (echo each command as it is read from the script file).

-wn  Set the line width for signals, grid lines, and marker barsrton. Dehult: O (the narrowest pos-
sible width; note that some devices may not render zero-width lines correctly).

-X Extend the last strip of each record up to 10% if necessakpitb rinting a short strip at the end.
(This option may be used to obtain plotslikose in theMIT-BIH Arrhythmia Database Déc-
tory.)

-1 Print only the first character of each comment annotation.

Scripts:

Any argument that is not an option or an optiogwanent is taken as the name of a script ofline-termi-
nated commands to baeeuted bypsfd. If the script name is *-'psfd reads commands from the standard
input. Optionghat follov a ript name are not applied to the processing of that script, so it is possible to
use two or more scripts with different sets of options in a single rBtandard commands are of the fallo
ing form:

record time
in which record is the name of the record for which a ‘full disclosure’ plot is to be printedfiar@indi-
cates the starting time (and, optionathye stop time) of the plotAnything that follows thdimefield in a
command is ignored. Fields are separated by spaces orltahs.timefield contains a hyphen (*-), the
portion that precedes the hyphen isetalas the starting time of the plot, and the portion that follows the
hyphen indicates the stop timé totally empty command line causesfd to put the next plot at the top of
a rew page, &en if the current page is not fullpschart(1l) command scripts are usable {bsfd; note,
however, that the programs use flifent comentions for interpreting a missing stop time, and that strip
tittes are not printed bysfd.

ENVIRONMENT

FILES

BUGS
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The environment ariablePSFDPRO can be used to name an alternate prolog file (se&vp&o custom
formats. Theernvironment \ariable TRANSCRIPTBUG may be set (to anvalue) to generate ‘unstruc-
tured’ PostScript by default (see theoption abee). It may be necessary to set and export the sheH v
ablesWFDB andWFDBCAL (seesetwfdb(1)).

/usr/local/lib/ps/psfd.pro
default PostScript prolog file.

On older PostScript printers, output may be quitevsla full page, with grids and dadilt scales, typically
takes about 3 minutes to render on an Apple LaserWadtabout 6 minutes on a Linotronic 1200 dpi pho-
totypesetterMost modern printers can rendesfd output at nearly full speed.

For a 300 dpi printera typical full page of output will be about 80 Kbytes. Expect this to increase approxi-
mately linearly with the printer resolution.

The signals are decimated to obtain samples that are spaced bgléntgproximating one pgk To
obtain this result, the signals are first digitally low-pass filteregdfg; in general, this has no significant
effect on the appearance of the plots other than a slight iepent in legibility for signals contaminated
by high-frequeng noise. © get an idea of the high-frequencontent of the signals, ugpschart(1).

Specifying EPSF output using thE option does not prent psfd from producing multi-page output,
which is not permitted in EPSFYou should mad aure that your output fits entirely onto one page (most
easily verified using thev option) before including it in another document. Note that the bounding box
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calculated bypsfd covers the entire width of the page and most of its height (excluding only about half of
the top and bottom mgins, so that the header and footer material is includee),ionly a small portion

of the page contains plot$f you wish to fit such a plot into another document with a minimum of empty
space around it, you may either edit the bounding box comment pstti®@utput, or specify a page size
that closely matches the size of your plot. The document in wisifthoutput is included can arbitrarily
rescale the plot, so that scales expressed in mm/unit cannot be relied upon.

Under MS-DOS, a bug inommand.commalkes it impossible to pass an empty string in the argument list
of a command, so thaa ™ ,-c ™, and-T "™ do not work as described ale Type a space between the
guotation marks towaid this bug, or use one of the UNIX shells thatdnbeen ported to MS-DOS instead
of command.com

There are too maroptions. Irvoke psfd with no arguments for a brief summary of options.

SEE ALSO
pschart(1), setwfdb(1), wave(1)

AUTHOR
George B. Moody (george@mit.edu)

SOURCES
http://www.physionet.org/physiotools/wfdb/app/psfd.c
http://www.physionet.org/physiotools/wfdb/app/psfd.pro
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NAME

rdann - read a WFDB annotation file

SYNOPSIS

rdann -r record -a annotator[ options ...]

DESCRIPTION

rdann reads the annotation file specifiedregord andannotator and writes a text-format translation of it

on the standard output, one annotation per line. The output contains (from left to right) the time of the
annotation in hours, minutes, seconds, and milliseconds; the time of the annotation in samples; a mnemonic
for the annotation type; the annotatisubtyp, chan, and num fields; and the auxiliary information string,

if any (assumed to be a null-terminated ASCII string).

Optionsinclude:
-c chan Print only those annotations witthhan fields that matcichan.

-e Print annotation times as elapsed times from the beginning of the recoadl{defann prints
absolute times if the absolute time of the beginning of the record is defined, and elapsed times oth-
erwise, unless the option has been géin).

-f time Begin at the specifieime By default,rdann starts at the beginning of the record; if modifica-
tion labels are present, thare not printed unless 0 is given explicitly, howevae.

-h Print a usage summary.
-n num Print only those annotations wittum fields that matcimum

-p type[ type... ]
Print annotations of the specifiggpesonly. Thetypearguments should be annotation mnemonics
(e.g.,N) as rormally printed byrdann in the third column. More than onp option may be used
in a single command, and eaghoption may hee nore than ondypeargument following it. If
typebegins with *-’’, however, it must immediately follav -p (standard annotation mnemonics do
not begin with “-”, but modification labels in an annotation file may define such mnemonics).

-ssub  Print only those annotations wiglubtyp fields that matcisuh
-t time Stop at the specifieiine
-V Print column headings.

-X Use an alternate time format for output (the first three columns are the elapsed times in seconds, in
minutes, and in hours, replacing thie mm:ssand sample number columns in the default output).

The-f and-t options may be used to select a portion of an annotation file for printing. Their arguments are
usually gien in gandardtime (hh:mm:s3 format; see the description stitim in the WFDB Pogrammer’s
Guide as vell as the comments belpfor other formats.

Beat numbers beginning with 0 are implicitly assigneddann to each QRS annotation in an annotation
file. If the argument of thd option begins with ‘#', it is taken to be the beat number of the first QRS anno-
tation to be printed (amon-QRS annotations that immediately precede this annotation are also prihted).
the argument of the option begins with ‘#, it is taén as the number of QRS annotations to be processed,
note that not all of those processed will necessarily be printed, -p thygtion is used to select only a sub-
set of annotation types to be printed.

Note that thee and-x options are mutually exclua#; if both are gien, only the last one is effeeé.

ENVIRONMENT

It may be necessary to set and export the shell vanabIeB (seesetwfdb(1)).

Example

68

rdann -a atr -r 200 -f0 -t 5:0 -p V
This command prints on the standard outputvalpremature entricular contraction) annotations in the
first five minutes of theatr (reference annotation) file for record 200.
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CD-ROM Versions
The first edition of the MI'BIH Arrhythmia Database CD-ROM, the first and second editions of the Euro-
pean ST-T Database CDaR, and the first edition of the MIT-BIH Polysomnographic Database OBMIR
contain versions afdann that use an older command syntax (still supported by the cueesior but not
described here). Refer bin.docin the CD-ROM directory that containdann for further information.

SEE ALSO
rdsamp(1), setwfdb(1), wrann(1)

AUTHOR
George B. Moody (george@mit.edu)

SOURCE
http://www.physionet.org/physiotools/wfdb/app/rdann.c
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NAME

rdsamp — read WFDB signal files

SYNOPSIS

rdsamp -r record [ options... ]

DESCRIPTION

rdsamp reads signal files for the specifiestord and writes the samples as decimal numbers on the stan-
dard output. If naptionsare pravided,rdsamp starts at the beginning of the record and prints all samples.
Each line of output contains the sample number and samples from each sigimainigewith channel 0,
separated by tabs.

Optionsinclude:
-f time Begin at the specifietime. By default,rdsamp starts at the beginning of the record.
-h Print a usage summary.

-H Read the signal files in high-resolution mode (default: standard m@étiese modes are identical
for ordinary records.For multifrequeng records, the standard decimation gésampled signals
to the frame rate is suppressed in high-resolution mode (rathether signals are resampled at
the highest sampling frequency).

-l interval
Limit the amount of output to the specified tinmerval (in standard time formatdefault: no
limit). If both-I and-t are usedrdsamp stops at the earlier of the aviimits.

-p Print times in seconds and milliseconds, and values in physical units. &yltdefsamp prints
times in sample intervals and values in A/D unliise-p -p to obtain higher precision in the sam-
ple values (8 decimal places rather than 3).

-ssignal-list
Print only the signals named in te@gnal-list (one or more input signal numbers, separated by
spaces; dafult: print all signals). This option may be used to re-order or duplicate signals.

-t time Stop at the specifidime By default,rdsamp stops at the end of the record.

-V Print column headings.

ENVIRONMENT

It may be necessary to set and export the shell vanaBIeB (seesetwfdb(1)).

CD-ROM Versions

The first edition of the MIT-BIH Arrhythmia Database CD-ROM, the first and second editions of the Euro-
pean ST-T Database CD-ROM, and the first edition of the BAH Polysomnographic Database CIDR
contain versions ofdsamp that use an older command syntax (still supported by the cureesibn lut

not described here). Refer bin.docin the CD-ROM directory that contaimdsamp for further informa-

tion.

SEE ALSO

rdann(1), setwfdb(1), wrsamp(1)

AUTHOR

George B. Moody (george@mit.edu)

SOURCE
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NAME
rxr — ANSI/AAMI-standard run-by-run annotation comparator

SYNOPSIS
rxr -r record -a reference-annotator test-annotatpoptions ...]

DESCRIPTION
Using options-C, -L, or -S, rxr implements the run-by-run comparison algorithms described in
ANSI/AAMI EC38:1998, the American National Standard for Arattory ECGs, and in ANSI/AAMI
EC57:1998, the American National Standard for Testing and Reporting Performance Results of Cardiac
Rhythm and ST Segment Measurement Algorithms. is the reference implementation of these algo-
rithms, and must be used to obtain the run-by-run performance statistics cited in EC38 and EC57 in order to
be in compliance with the standards (see EC38, section 5.2.14, and EC57, section 4.2).

Input to this program consists of dvennotation files associated with the sare@rd. One of these is des-
ignated theeferenceannotation file, the other thestannotation file (called the *algorithm’ annotation file
in EC38 and in EC57).

Optionsinclude:

-cfile  Append condensed reportsfii@.

-Cfile  As for -c, but report SVE run statistics also.

-f time Begin the comparison at the specifigde (default: 5 minutes after the beginning of the record).
-h Print a usage summary.

-l file  Append line-format reports (EC57 Table A.7 formatjite(see below).

-L file file2
As for -I, but report SVE run statistics file2.

-sfile  Append standard reports (EC38 section 5.2.14, EC57 Tables 7, 8 forrfilat) to
-Sfile  As for-s, but report SVE run statistics also.

-t time Stop the comparison at the specifiede (default: the end of the record if it is defined, the end of
the reference annotation file otherwisé;timeis 0, the comparison ends when the end of either
annotation file is reached).

-V Verbose mode (list all discrepancies; see below).
-w time Set thematd window (default: 0.15 seconds; see below).

At most one ofc, -C, -I, -L, -s, and -S can be gien as & option. If ‘-’ is given as &file agument, reports
are written on the standard output.no options are specifiedxr writes standard reports on the standard
output (equidlent to using the optiors ). Theoutput generated by selectiAgor -L includes column
headings only if dile other than-" is specified, and only if the specifidie does not alreadyxést. In this
way, rxr can be used repeatedly toild up a line-format table for multiple records, for further processing
by sumstatg1).

The-v option specifies that each mismatch is described on the standard output in a format similar to:
3/5(120188-121065)

where the first number is the reference run length, the second is the test run length (each of these is between

0 and 6), and the numbers in parentheses indicate the location of the matchvwirsdmple intervals.

ENVIRONMENT
It may be necessary to set and export the shell vanaBIeB (seesetwfdb(1)).

BUGS
Sincerxr performs multiple passewve its input files, it cannot be used at the end of a pipe.

SEE ALSO
bxb(1), ecgeval (1), epicmp(1), mxm(1), setwfdb(1), sumstatg1)

Evaluating ECG Analyzef# theWFDB Applications Guide
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Ambulatory Electrocardiograph@®NSI/AAMI EC38:1998)

Testing and Reporting @formance Results of Cardiac Rhythm and ST Segment Measurement Algorithms
(ANSI/AAMI EC57:1998)

The last tw of these publications arevalable from AAMI, 1110 N Glebe Road, Suite 220, Arlingtod V
22201 USA (http://www.aami.org/).

AUTHOR
George B. Moody (george@mit.edu)

SOURCE
http://www.physionet.org/physiotools/wfdb/app/rxr.c
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NAME
sampfreq — shw sampling frequengfor a record

SYNOPSIS
sampfreq[ -H ] record

DESCRIPTION
This program shows the sampling frequefar the specifiedecord. By default,sampfreq shavs the base
sampling frequenc(frame rate) for multi-frequencrecords; ifthe-H option is presensampfreq shows
the highest sampling frequanased for ag signal in a multi-frequengcrecord.

ENVIRONMENT
It may be necessary to set and export the shell vanaBIeB (seesetwfdb(1)).

FILES
record.hea headdile

SEE ALSO
setwfdb(1)

AUTHOR
George B. Moody (george@mit.edu)

SOURCE
http://www.physionet.org/physiotools/wfdb/app/sampfreq.c
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NAME

setwfdb, cshsetwfdb — set WFDB environment variables

SYNOPSIS

. setwfdb
source cshsetwfdb
call setwfdb

DESCRIPTION

WFDB applications search for input files by looking for them in an ordered list of locations called the
WFDB path These locations can bevgn by drectory names or (if the WFDB library has been installed
with NETFILES support) URLs. If theVFDB ervironment variable is set, itsalue specifies the WFDB

path; otherwise, applications use the builtin default path specified at the time the WFDB library was com-
piled. Thedefault path DEFWFDB, defined in the WFDB library source filefdblib.h) includes the cur

rent directory (.”), the system-wide database directory installed as part of the WFDBaB®fiackage
(usually/usr/databasg, and the PhysioBank data anahihttp://www.physionet.org/physiobank/database).

WFDB applications that need access to the signal calibration database find it in a file located on the WFDB
path. Ifthe WFDBCAL ernvironment variable has been set, its value specifies the name of the calibration
file; otherwiseapplications look for the dafilt calibration file, the name of whictvfdbcal) is compiled

into the WFDB library.

Marny users will not need to change the defaults, but for those who do, the scripts described here may be
helpful. Important: these programs must be customized before using them for the first time @n a ne
machine. Sincéhey are text files, use ariext editor to customize them.

sh, bash and ksh users:

setwfdb sets the environmentaxriablesWFDB and WFDBCAL . It must be gecuted using the'.” as
shown abwe. It may be comenient to include an irocation ofsetwfdbin your .profile file.

cshandtcshusers:

cshsetwfdbsetsWFDB andWFDBCAL similarly for the C-shell. It must bexecuted using‘source’ as
shown abwe. It may be comenient to include this command in yowshrcfile.

ENVIRONMENT
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WFDB The database path: a list of directories that contain databaseAilesnpty component is taken to
refer to the current directaryAll applications built with thewfdb(3) library search for their
database input files in the order specified¥iyDB. If WFDB is not set, searches are limited to
the builtin WFDB path (see abg). UnderUnix, directory names are separated by colons (:), and
the format ofWFDB is that of the Bourne shedlPATH variable (seesh(1)). UnderMS-DOS,
directory names are separated by semicolons (;), and the form&t DB is that of the MS-DOS
PATH variable (colons may be used following i pecifiers withinWFDB in this case).
MacOS does not support environment variables as such; under MacO8i|ttheNDB path is
defined infdblib.h as described abe, and it contains a semicolon-delimited list of directories
(folders) as under MS-DOS, but with colons used as directory separators rather than backslashes
as under MS-DOS Alternatively, whitespace can be used (undey anvironment) to separate
components of the WFDB pattunder ay environment, if the value 0WVFDB begins with ‘@,
the remainder of the string is &k as the name of an “indirect WFDB path fitdiat defines the
database path in the format describedvabo
This feature was introduced in WFDB librargrgion 8.0, mainly to permit MacOS users to mod-
ify the WFDB path without recompiling the WFDB libratyt it is also useful under MS-DOS to
avad the 128-character limit on the length of environmeariables. IndirectWFDB path files
can be nested up to 1#s deep.

WFDBCAL
The name of the WFDB calibration file (se@lbcal(5)). Theusual rules for finding WFDB files
by searching the WFDB path apply to the WFDB calibration file, so the val\éF&fBCAL
need not be an absolute path name. The WFDB calibration file is used by WFDB applications that
need to plot signals at standard scales, as well @albig(1), which can determine the baseline
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and gain of signals if calibration pulses are present and if the parameters of the calibration pulses
are described in the calibration fild. WFDBCAL is not set by the usahe WFDB library uses a
default WFDB calibration file\fdbcal, named inwfdblib.h). If the WFDB calibration file is not
readable, programs that rely on it may not choose appropriate scales for some types of signals.

AUTHOR
George B. Moody (george@mit.edu)

SOURCES
Note that these atemplatesand will need to be customized before use:
http://lwww.physionet.org/physiotools/wfdb/app/setwfdb
http://www.physionet.org/physiotools/wfdb/app/cshsetwfdb
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NAME

sigamp — measure signal amplitudes of a WFDB record

SYNOPSIS

sigamp -rrecord [ options... ]

DESCRIPTION

sigamp measures either baseline-corrected RMS amplitudes or (for suitably annotated ECG signals) nor
mal QRS peak-to-peak amplitudes for all signals of the spec#foedd. 1t makes up to 300 measurements

(but see-n below) for each signal and calculates trimmed means (by discarding the largest and smallest 5%
of the measurements and taking the mean of the remaining 90%).

Optionsinclude:

-a annotator
Measure QRS peak-to-peak amplitudes based on normal QRS annotations from the specified
annotator

-d dtl dt2
Set the measurement windaelatve o QRS annotationsDefaults:dtl = 0.05 (seconds before
the annotation)dt2 = 0.05 (seconds after the annotation).

-f time Begin at the specifietimein record (default: the beginning o&cord).
-h Print a usage summary.

-H Read the signal files in high-resolution mode (default: standard m@étiese modes are identical
for ordinary records.For multifrequeng records, the standard decimation gésampled signals
to the frame rate is suppressed in high-resolution mode (rathether signals are resampled at
the highest sampling frequency).

-n nmax
Make up b nmaxmeasurements on each signal (default: 300).

-p Print results in physical units (default: ADC units).

-t time Process until the specifig¢idnein record (default: the end of the recordRrocessing will be termi-
nated prematurely if 250 measurements are made before reaching the spensfied

-V Verbose mode: print individual measurements as well as trimmed means.

-w dtw Set RMS amplitude measurement winddefault:dtw= 1 (second).

ENVIRONMENT

It may be necessary to set and export the shell vaNaBIeB (seesetwfdb(1)).

SEE ALSO

calsig(1), setwfdb(1), sigavg1)

AUTHOR

George B. Moody (george@mit.edu)

SOURCE
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NAME
sigawg — calculate &ierages of annotatedavdorms

SYNOPSIS
sigavg -rrecord -a annotator[ options... ]

DESCRIPTION
A common problem in signal processing is to determine the shape of a recuexiggrm in the presence
of noise. If the vavdorm recurs periodically (for example, once per second) the signal can be divided into
segments of an appropriate length (one second in this example), and the segments \aaaged &
reduce the amplitude of mmoise that is uncorrelated with the signaypically, noise is reduced by ad-
tor of the square root of the number of segments included invémage. r physiologic signals, the
waveforms of interest are usually not strictly periodicwewer. sigavgaveages such avdorms by defin-
ing segments (@raging windows) relatie o the locations of wvdorm annotations.

sigavg requires a WFDBecord containing ag number of signals to beveraged, and an annotation file
containing markers (fiducial points) that define a fixed point in Wleeaging windav for each vavdorm.
By default, all QRS (beat) annotations for the specHisabtatorare included in anvarage that begins 50
ms before the annotation and ends 50 ms after the annotatienoutput is in text form, with times (in
seconds, relate © the annotations) of each sample in the first column, aedges for each signal in the
remaining columns.

Optionsinclude:

-d dt1 dt2
Set the measurement windaelatve o QRS annotationsNegaive values correspond to feéts
that precede the annotations. Defautd:= -0.05 secondsdt2 = 0.05 seconds.

-f time Begin at the specifietimein record (default: the beginning o&cord).
-h Print a usage summary.
-H Read multifrequencrecords in high resolution mode (default: use tesolution mode).

-p type[ type... ]
Include annotations of the specifigges anly (default: include all QRS annotations).

-t time Process until the specifi¢itnein record (default: the end of the record).
-v Verbose mode: print column headings @boreasurements.
-z Set the baseline to zero befoxeraging.

ENVIRONMENT
It may be necessary to set and export the shell vanabIeB (seesetwfdb(1)).

SEE ALSO

calsig(1), setwfdb(1), sigamp(1)
AUTHOR

George B. Moody (george@mit.edu)

SOURCE
http://www.physionet.org/physiotools/wfdb/app/sig.c
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NAME

skewedit - edit skw fields of header file(s)

SYNOPSIS

skeweditrecord skewO[ skewl ... slewN ]

DESCRIPTION

This program reads theeader(5) file for the specifiedecord, changes the skv fields to match thekewO,
skewl, etc. arguments, andweites the header file ascord.hea in the current directargkew0 is the slew
in samples for signal Gkewl is the slkew for signal 1, etc.Skews may not be ngdtive; any omitted slews
are taken to be zero.

Skew refers to time dferences between samples having the same sample number in different signals.
Skew may arise while digitizing multitrack analog tape recordings, for example, as a result of differences in
the azimuth of the recording and playback heads of the recording equiptraaly be possible to measure
skew (for example, by applying test signals simultaneously or at known intervals to all input channels, and
then by measurement of the digitized test signals). When this is possésedit can then be used to
record the skw measurements in the header file.

For example, assume that a test signal applied simultaneously to all inputs of abcasddetermined to
appear on signal 0 at sample 30, on signal 1 at sample 28, on signal 2 at sample 28, and on signal 3 at sam-
ple 26. In this casekewO is 4 (30 - 26)skewl andskew? are each 2, anglew3 is 0. The command

skeweditabc 4220
would apply the proper correction to the header file for the record. (The final ‘0’ may be omitted from the
command.)

Applications built using the WFDB library €évsion 9.2 or later) are able to correct foewkthe slew or-
rection is performed by the WFDB library and is not visible to the application program). Note état sk
correction does not require rewriting the signal file(s).

If you wish to create gwcorrected signal files (for example, to use with applications built using earlier
versions of the WFDB library), us€orm (1) to do so, using the header file generatedkayveditas input

to xform. Note, havever, that older applications can generally be updated without source changes simply
by recompiling them and linking them with the current WFDB library.

ENVIRONMENT

It may be necessary to set and export the shell vanabIeB (seesetwfdb(1)).

SEE ALSO

setwfdb(1), xform (1), header(5)

AUTHOR

George B. Moody (george@mit.edu)

SOURCE
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NAME
ship — coy an cerpt of a WFDB record

SYNOPSIS
ship -i input-record-n new-record options]
DESCRIPTION

snip copies the signal files (and, optionalijnotation files) of the specifigdput-record and generates a
header file, thereby creating the specifies-record snip is usually used to extract arcerpt of itsinput-
record, using the-f and-t options (see below) to specify the segment to be copied.

The progranxform (1) can also perform this task, but offers addition&ilfiéity (it can scale the signals,
resample them at a different frequgnearrange them, select subsets of them, or reformat themyp;js
faster tharxform, howeve.

Optionsare:

-a annotator
Copy the specifiecannotatoras well as the signal fileSlwo or moreannotatorarguments, sepa-
rated by spaces, can fallo-a. An annotator supplied via the standard input may be specified
using “’, but only immediately aftera; in this case onlyannotations are copied to the standard
output.

-f time Begin at the specifietimein the input record (default: the beginning of the record).
-h Print a usage summary.
-t time Process until the specifigidhein the input record (default: continue to the end of the record).

ENVIRONMENT
It may be necessary to set and export the shell vanabIeB (seesetwfdb(1)).

FILES
new-record.annotator  output annotation file

new-recorddat outpusignal file
new-recordhea outpubheader file

SEE ALSO
setwfdb(1), xform (1)

AUTHOR
George B. Moody (george@mit.edu)

SOURCE
http://www.physionet.org/physiotools/wfdb/app/snip.c
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NAME
sortann - rearrange annotations in canonical order

SYNOPSIS
sortann -r record -a annotator| options... ]

DESCRIPTION
Applications that use the WFDB library (version 9.7 and later versions) may write annotatiop®idean
Most applications that read annotationsweeer, expect to find them irtime order (with simultaneous
annotations ordered by th&ian attributes).

sortann rewrites the annotation file specified 3cord andannotator arranging its contents in canonical
(time and chan) order. By default, WFDB applications rusortann as needed (from withiwfdbquit or
oannclosg If the environment ariableWFDBNOSORT has been set (to ywalue),sortann will not be
run automaticallyand a warning message will be printed insteadmost such cases, you should sar-
tann as instructed by the warning message before reading the annotation file yitfemWFDB appli-
cation.

If the input contains tev or more annotations with the santiene and chan fields, only the last one is
copied. Asa ecial case of this policif the last such annotation hasntyp= 0 (NOTQRS), no annota-

tion is written at that locationThus a program that generates inputdortann can efectively delete a pre-

viously written annotation by writing dOTQRS annotation at the same location.

The sorted (output) annotation file isvays written to the current directanif the input annotation file is

in the current directorysortann replaces it unless you specify afeient output annotator name (using the

-o option). Notethat the output annotation file is likely to be slightly shorter than the input file, since more
compact storage is usually possible when all annotations are sorted.

If the input annotations are already in the correct gnderautput is written unless you @ wsed the-o
option.

If you attempt to sort a very large annotation #lertann may run out of memorylf this happens, use the
-f and-t options to work on the file in sections ofyasorvenient size, one at a time, then msann(1) to
concatenate the sections. Note that you must specify an output annotator narre) (whitn using thef

or -t options (to ®oid replacing the entire input file with a sorted subset of its contents).

Running out of memory is unlikely unless:

1. youhave less than 2 Mb of memory and you are attempting to sort a 24-hour or longer annotation
file.
2. you have compiled sortann using a 16-bit compiler and you are attempting to sort more than

about 4000 annotations (note that the precompiled versigwtahn for MS-DOS and UNIX do
not hare tis limitation).

Optionsinclude:
-f time Begin at the specifietime. By default,sortann starts at the beginning of the record.
-h Print a usage summary.

-0 output-annotator
Write output to the annotation file specifieddatput-annotatoand (as specified using) record.
By default,sortann replaces the input annotation file.

-t time Stop at the specifieiine
The-f and-t options may be used to select a portion of an annotation file for processing.

ENVIRONMENT
It may be necessary to set and export the shell vaNabIeB (seesetwfdb(1)).

SEE ALSO
mrgann(1), setwfdb(1)
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AUTHOR
George B. Moody (george@mit.edu)

SOURCE
http://www.physionet.org/physiotools/wfdb/app/sortann.c

WFDB 10.2.7 31 July 2002
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NAME
sqrs, sqrs125 - single-channel QRS detector

SYNOPSIS
sqrs -r record [ options... ]
sqrs125 -rrecord[ options... ]

DESCRIPTION
sgrs attempts to locate QRS compds in an ECG signal in the specifie@cord. The detector algorithm is
based on example 10 in ti¢=DB Pogrammers CGuide, which in turn is based on a Pascal program writ-
ten by W.A.H. Engelse and C. ZeelerheéA single scan algorithm for QRS-detection and featuteae-
tion”, Computes in Cardiology 6:37-42 (1979).sqrs does not include the feature extraction capability of
the Pascal program. The output srs is an annotation file (with annotator names) in which all
detected beats are labelled normal; the annotation file may also contaactasifnotations at locations
thatsqgrs believes ae noise-corrupted.

sqrs can process records containing/ammber of signals, W it uses only one signal for QRS detection
(signal 0 by default; this can be changed using-staption, see bels). sgrsis optimized for use with
adult human ECGsFor other ECGs, it may be necessary to experiment with the sampling freggaenc
recorded in the input recoglheader file (sebeader(5)) and the time constants indicated in the source file.

sgrs uses the WFDB librarg'setifregfunction to resample the input signal at 250 Hz if a significantly dif-
ferent sampling frequegds indicated in the header filesqrs125is identical tosqrsexcept that its filter

and time constants @ been designed for 125 Hz input, so that its speed is roughly twice thqisofIf

the input signal has been sampled at a frequaear 125 Hz, the quality of the outputs sifrs and
sqrs125will be nearly identical.(Note that older versions of these programs did not resample their inputs;
rather they warned if the sampling frequenavas significantly different than the ideal frequgred sug-
gested usingform (1) to resample the input.)

This program is provided as an example pahd is not intended for grclinical application. At the time

the algorithm wvas originally published, its performance was typical of state-of-the-art QRS detectors.
Recent designs, particularly those that can analyaetwnore input signals, may exhibit significantly bet-

ter performance.

Optionsinclude:
-f time Begin at the specifietimein record (default: the beginning o&cord).
-h Print a usage summary.

-H Read the signal files in high-resolution mode (default: standard mode). These modes are identical
for ordinary records.For multifrequeng records, the standard decimation gésampled signals
to the frame rate is suppressed in high-resolution mode (rathether signals are resampled at
the highest sampling frequency).

-m threshold
Specify the detectiothreshold(default: 500 units);use higher values to reduce false detections,
or lower values to reduce the number of missed beats.

-ssignal
Specify thesignalto be used for QRS detection (default: 0).

-t time Process until the specifi¢idnein record (default: the end of theecord).

ENVIRONMENT
It may be necessary to set and export the shell vanabBIeB (seesetwfdb(1)).

EXAMPLES
To mark QRS compbees in record 100 beginning 5 minutes from the start, ending 10 minutes and 35 sec-
onds from the start, and using signal 1, use the command:
sqgrs -r 100 -f5:0 -t 10:35-s 1
The output annotations may be read using (for example):
rdann -a grs -r 100
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To evauate the performance of this program, run it on the entire record, by:
sqrs -r 100

and then compare its output with the reference annotations by:
bxb -r 100 -a atr qrs

SEE ALSO
bxb(1), rdann(1), setwfdb(1), wars(1), xform (1)

AUTHORS
Geoge B. Moody (ge@e@mit.edu). Thiprogram is a fairly literal translation with minor corrections of
the Pascal original by WAH Engelse and Cees Zeelenberg.

SOURCE
http://www.physionet.org/physiotools/wfdb/app/sqrs.c
http://www.physionet.org/physiotools/wfdb/app/sqrs125.c
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NAME
sumann — summarize the contents of a WFDB annotation file

SYNOPSIS
sumann -r record -a annotator[ options... ]

DESCRIPTION
sumannreads the annotation file specifiediegord andannotatorand produces a tabular summary of its
contents, including the number of annotations of each type as well the duration and number of episodes of
each rhythm and signal quality.

Optionsinclude:

-f time Begin at the specifietime

-h Print a usage summary.

-q Summarize QRS annotations only.
-t time Stop at the specifigiine

ENVIRONMENT
It may be necessary to set and export the shell vanabIeB (seesetwfdb(1)).

SEE ALSO
rdann(1), setwfdb(1)

AUTHOR
George B. Moody (george@mit.edu)

SOURCE
http://www.physionet.org/physiotools/wfdb/app/sumann.c
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NAME
sumstats — dere aygregae statistics from bxb, rxetc., line-format output

SYNOPSIS
sumstatsfile

DESCRIPTION
This program devies the aggrgée statistics described in sections 3.5.2 and 3.5.3 of the American National
StandardTesting and reporting performance results ofdiac rhythm and ST segment measurement algo-
rithms (ANSI/AAMI EC57:1998, based on the earlier AAMI ECAR:1987), and in sections 4.2.14.4.1 and
4.2.14.4.2 of the American National Standathhulatory electocardiographg ANSI/AAMI EC38:1998).

To use this program, first generate a line-format refilerusing the-l or -L options ofbxb(1), epicmp(1),
mxm(1), orrxr (1). Thisfile must include column headings so thatnstatscan recognize the file type.
Output is written to the standard outpuit;includes a cop of the input file, with agggate statistics
appended at the end.

SEE ALSO
bxb(1), ecgeval(1), epicmp(1), mxm(1), plotstm(1), rxr (1)

Evaluating ECG Analyzef# theWFDB Applications Guide
American National StanddrANSI/AAMI EC38:1998, Ambulatory Electrocardiographs

Testing and Reporting éformance Results of Cardiac Rhythm and ST Segment Measurement Algorithms
(publication AAMI EC57:1998)

The last tvo publications areailable from AAMI, 1110 N Glebe Road, Suite 220, Arlingtordy 22201
USA (http://www.aami.org/).

AUTHOR
George B. Moody (george@mit.edu)

SOURCE
http://www.physionet.org/physiotools/wfdb/app/sumstats.c
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NAME

tach — heart rate tachometer

SYNOPSIS

tach -r record -a annotator| options... ]

DESCRIPTION

86

tach reads an annotation file (specified by #mnotatorandrecord arguments) and produces a uniformly
sampled and smoothed instantaneous heart rate si§nadothing is accomplished by finding the number

of fractional R-R intervals within a wingo (with a width of X output sample intervals, whekeis a
smoothing constant) centered on the current output sample. Bylti¢fie output is in text form, and con-

sists of a column of numbers, which are samples of the instantaneous heart rate signal (in units of beats per
minute). Optionallythe output sample number can be printed before each output saatyse Rlterna-

tively, tach can create a WFDB record containing the heart rate signal.

Studies of heart rate variability generally require special treatment of ectopic bgpisally, ventricular

ectopic beat annotations are remfrom the input annotation file and replaced by ‘phantom’ beat annota-
tions at the expected locations of sinus beats. The same procedure can be used apsilteésidgting from

other causes, such as momentary signal Itis& often necessary to post-process the outpuadi to

remove impulse noise in the heart rate signal introduced by the presence of non-compensated ectopic beats,
especially suprgentricular ectopic beats. Note thach performs none of these manipulations, although it
usually attempts limited outlier rejectiota¢h maintains an estimate of the mean absolute deviation of its
output, and replaces youtput that is more than three times this amount from théqure value with the
previous value).

Optionsinclude:
-f time Begin at the specifietimein record (default: the beginning o&cord).

-F frequency
Produce output at the specified sampling frequédefault: 2 Hz).

-h Print a usage summary.
-i rate  For outlier detection, assume an initial rateratie bpm (default: 80).

- duration
Process the record for the specifiddration begnning at the time specified by a pieus -f
option, or at the beginning of the record.

-nn Produce gactly n output samples, adjusting the output freqyes hat the are evenly spaced
throughout the interval specified by pi@us-f and-t or -l options. Thioption is particularly use-
ful if the output oftach is to be used as input for a fast Fourier transform, sirgan be chosen to
be a comenient power of two.

-o record
Write output to signal and header files for the speciiedrd (which should not be the same as
the input record). This option suppresses the standard text outjehof

-0 Disable outlier rejection.

-sk Set the smoothing constantkgdefault: 1;k must be positie).

-t time Process until the specifigidhein record (default: the end of theecord).
-V Print the output sample number before each output sample value.

-V, -Vs, -Vm, -Vh
Print the output sample time in seconds (usMgr -Vs), minutes (usingVm), or hours (using
-Vh) before each output samplalue. Onlyone of these options can be used at a time.

Reference (‘atr’) annotation files can be used as inpaictg but files that contain manually-inserted anno-
tations are less suitable, since annotation placementely li&k be less consistent than in annotation files
generated by programs suchsags(1).
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ENVIRONMENT
It may be necessary to set and export the shell vanabIeB (seesetwfdb(1)).

DIAGNOSTICS
annotation buffer overflow
Use a smaller smoothing constant, a higher output freguenecompiletachwith a larger alue
for ABL.
SEE ALSO
setwfdb(1), sqrs(1)
AUTHOR
George B. Moody (george@mit.edu)

SOURCE
http://www.physionet.org/physiotools/wfdb/app/tach.c
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NAME
time2sec - read signal specifications

SYNOPSIS
time2sec][ -r record] time

DESCRIPTION
This program coverts the specified time intem; time (in WFDB standard time format), into seconds.
Enclose TIME in square braets (e.g., [9:0:0]) to caert a time of day to the elapsed time in seconds from
the beginning of the (optionally) specified RECORD.

ENVIRONMENT
It may be necessary to set and export the shell vanabIeB (seesetwfdb(1)).

FILES
record.hea headdile

SEE ALSO
setwfdb(1)

AUTHOR
George B. Moody (george@mit.edu)

SOURCE
http://www.physionet.org/physiotools/wfdb/app/time2sec.c
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NAME
wabp - arterial blood pressure (ABP) pulse detector

SYNOPSIS
wabp -r record[ options... ]

DESCRIPTION
wabp attempts to locate arterial blood pressure (ABP) puksedarms in a continuous ABP signal in the
specifiedrecord. The detector algorithm is based on analysis of the firstaiiee o the ABP vavedorm.
The output ofwabp is an annotation file (with annotator namabp) in which all detected beats are
labelled normal.

wabp can process records containingyaumber of signals, but it uses only one signal for ABP pulse
detection (by default, the lowest-numbered ABIRT, or BP dgnal; this can be changed using tse
option, see belw). wabp is optimized for use with adult human ABPs. It has been designed and tested to
work best on signals sampled at 125 Heor other ABPs, it may be necessary to experiment with the sam-
pling frequenyg as kecorded in the input recogdheader file (sebeader(5)).

wabp optionally uses the WFDB library&etifreqfunction to resample the input signal at 125 Hz.
Optionsinclude:

-d Dump the rav and pre-processed input samples in text format on the standard outpdt hot
detect or annotate ABP pulses.

-f time Begin at the specifietimein record (default: the beginning o&cord).
-h Print a brief usage summary.

-H Read the signal files in high-resolution mode (default: standard mode). These modes are identical
for ordinary records.For multifrequeng records, the standard decimation gésampled signals
to the frame rate is suppressed in high-resolution mode (rathether signals are resampled at
the highest sampling frequency).

-R Resample the input at 125 Hz (default: do not resample).

-ssignal
Specify thesignalto be used for ABP pulse detection (default: the lowest-numbered ASBIR or
BP signal).

-t time Process until the specifi¢idnein record (default: the end of theecord).
-V Verbose mode: print information about the detector parameters.

ENVIRONMENT
It may be necessary to set and export the shell vaNaBIeB (seesetwfdb(1)).

EXAMPLES
To mark ABP pulses in record slp60 of the slpdb databaggnmieag 5 minutes from the start, ending 10
minutes and 35 seconds from the start, and using signal 1, use the command:
wabp -r slpdb/slp60 -f 5:0 -t 10:35-s 1
The output annotations may be read using (for example):
rdann -a slpdb/slp60 -r 100

SEE ALSO
bxb(1), ecgpuware(1), rdann(1), setwfdb(1), sqrs(1), wgrs(1)

AUTHORS
Wei Zong (wzong@mit.edu) and George B. Moody (george@mit.edu).

SOURCE
http://www.physionet.org/physiotools/wfdb/app/wabp.c
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NAME
wav2mit, mit2wav — orvert between .\av and WFDB-compatible formats

SYNOPSIS
wav2mit -i file.wav [ options... ]
mit2wayv -o file.wav -r record[ options... ]

DESCRIPTION
These programs cueat files in the widely-usedvav audio file format into WFDB format files (as used in
PhysioBank) and viceersa. Mostwav files are already written in a WFDB-compatible format, although
the reverse is not true. (An embedded header is requiredvay format, and is allwed but is not usually
present in WFDB-format signal files.)

wav2mit creates a WFDB record frofite.wav. If the input file is written in an MIT-compatible signal file
format, all that is required in this case is to create a suitable WFDB-fdneeheader file that describes
the .wav file’s format. Somewav files are written using variants of the format that are not readable by the
WFDB library; the current version affav2mit does not attempt to ceert such files, bt warns that the

are not compatible. Options farav2mit include:

-h Print a brief usage summary.

-r record
Create the specifiggécord (default: use the base name of the input file as the record name).

mit2wav reads the specified WFDB-formacord (header and signal files) and createwav file contain-
ing the same data. Note that much of the data description contained in the WFDB-format header file cannot
be preserved in thavav file. Optionsfor mit2wav include:

-h Print a brief usage summary.

-n record
Create a header file for the outpwdv) signal file, so that it can be read by WFDB applications
as the specifiegecord.

It may be possible to create analog signals by playing tae fie through a sound card, but you should be
awae of the following potential pitfalls:

Your sound card, and the soéve that comes with it, may not be able to plagv files containing
three or more signals. If this is a problem, you will needktoaet one or tw dgnals to include in
the .wav file from your original recording (for example, usirfprm (1)).

Your sound card and its software may be unable to play files at other than certain fixed sam-

pling frequencies (typically 11025, 22050, and 44100 Hiz}his is a problem, you will need to
resample the input at one of the frequencies supported by your sound card (for example, using
xform (1)) before cowerting it to .wav format using this program.

Your sound card may not be able to reproduce the frequencies present in thelhipusvery

likely if you are trying to recreate physiologic signals such as ECGs (with most of the useful infor
mation in the 0.1 to 30 Hz band) using a consumer sound card (which probably does not reproduce
frequencies belw the lower limit of human hearing (around 30 Hz). One possible solution to this
problem is to create a digital signal containing a highexjueny carrier signal, amplitude-modu-

lated by the signal of interest, and to wamthis AM signal into awav file; onplayback, an ana-

log AM demodulator would then reeer the original lav-frequeng signal of interest.If you suc-
cessfully implement this solution, please send details to the author.

ENVIRONMENT
It may be necessary to set and export the shell vanaBIeB (seesetwfdb(1)).

AVAILABILITY
These programs are provided in tenvertdirectory of the WFDB Softwaredekage. Rumake in that
directory to compile and install them if theavenot been installed already.
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SEE ALSO
a2m(1), edf2mit, snip(1), xform (1), wfdb(3), header(5)

AUTHOR
George B. Moody (george@mit.edu)

SOURCES
http://lwww.physionet.org/physiotools/wfdb/ogmt/wav2mit.c
http://www.physionet.org/physiotools/wfdb/ogmt/mit2wav.c
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NAME
wave — wavdorm analyzerviewer, and editor

SYNOPSIS
wave 1 record[+record...] [ options... ]

DESCRIPTION
wave can be used to wiethe specified WFDBecord or records on andisplay controlled by an X11
server It includes facilities for interaste anotation editing. Thedyboard and mouse are used to control
the display interactely. First-time users should read thNeA/E Users Guide (One way to do this is by
pointing your Web browser tfile:///usr/help/html/wug/wug.htm, or to http://www.physionet.org/phys-
iotools/wug/for the latest version.)

If you specify more than oneecord, a sparatewave process is started for each record. Note that all
records to be opened must be listed in a single command-line argumenmirfgHo, with + characters (not
spaces) between the record names. See ‘Runnmgrtwore WAV E processes’ belw.

Use the left mouse button to neatelections, and the right mouse button to open menus (indicated by trian-
gular glyphs at the right end of somattons). Se¢he Guideor the on-line manual for notes on annotation
editing.

Optionsare:

-a annotator
Open the specified annotation file for the previously speaiigatd or records.

-dpi xx{xyy]
Calibratewave for use with a display having a resolutiorxaf(by yy) dots per inch.

-f time Open the record(s) beginning at the specitiiee:
-g Use shades of gyeonly, even on a @lor monitor.

-H Read the signal files in high-resolution mode (default: standard métiese modes are identical
for ordinary records.For multifrequeng records, the standard decimation gésampled signals
to the frame rate is suppressed in high-resolution mode (rathether signals are resampled at
the highest sampling frequency).

-m Use monochrome (usually black and white) pelien on a olor or greyscale monitorThe line
styles selected by then option may be easier to distinguish on somegpale monitors than the
default shades of gye

-0 Use wverlay graphics for maximum speed and display quality if possible. This is the usaaltdef
if the X server supports a PseudoColor or GrayScale visual. This option exists only to force use of
overlay graphics if a different mode has been chosen as the default.

-ssignal-list
Initialize the signal list. By delult, the signal list includes allvalable signals, in numerical
order.

-S Use the standard (shared) color palettendf it is possible to modify the paletteUsing this

option conserves color resources if yowdnaher applications that use non-standard colors, at the
expense of some speed in redrawing the displdye -S option may be used in combination with
the-g option if desired.

-VX Set display optiox. See ‘Display Options’ belw for details.

Note thatwave queries the X sesr to determine the display capabilities and resolution; it is not necessary
to use theg, -m, or -S options unless you wish to restrighve’'s use of the ailable capabilities. Use the

-dpi option to werride the serer’s default resolution if it is incorrect and cannot be changed otherwise (see
comments belw under ‘Resources’).

The system on whiclvave runs (the ‘host” system) need not be the same as the system to which your
keyboard, mouse and display are connected (ibea!” system), provided only that the host and local sys-
tems are on the same netk. If you wish to rurwave remotely Smply log in to the host usingsh which
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normally handles display redirection automaticalffyyou use some other method to log in remotaigh
asrlogin (not recommended) delnet (not recommended), it is usually necessary to grant permission for
the host system to open wind® on the local systesidsplay (generallythis is accomplished usindost

on the local system; see the documentation for your Xeséov details), and to set tiEHSPLAY environ-
ment \ariable on the host system appropriately (if the local system runs UNIX, the vaiSBEAY
should bdocal-hosthnam#).0 in most cases; again, consult your X server documentation).

ENVIRONMENT
wave uses may environment \ariables; the are listed in this section roughly in order of importance.
Many of them need not be set at all, siveave uses reasonable default values in most cases. Those that
are set must be set on the host system.

DISPLAY
The name of the X server and display you are using (se®)abé you are usingvave locally, or
if you are logged in vissh DISPLAY should be set automatically and should not need to be
changed.

WFDB The database path (seetwfdb(1)). If not set,wave can find database files only in thailtin
WFDB path. If you edit annotation files and wish to reopen them lag¢esire that the current
directory (in whichwave writes arty edited annotation files) is the first directory in your database
path.

WFDBCAL
The WFDB calibration file (sesetwfdb(1) andwfdbcal(5)). If not set,wave reads the iltin
default calibration file;if this is not accessibleyave may not scale signals other than ECGs cor
rectly.

WAVEMENU
The name of the analysis menu file (seeWgldf not setwave useswavemenu if it exists in the
current directoryor SMENUDIR/wavemenu.defotherwise.

SHELL
The command interpreter used within the Analysis Commands windonot set,wave uses
/bin/sh (the Bourne shell). Other shell-related variables, sudPAd#1, are also significant when
wave is running commands within the Analysis Commands windo

EDITOR
The name of the text editor to be used for modifying the analysis menu file and the log file. If not
set,wave usegextedit (a simple editor included with the X\ietoolkit).

PRINTER
The name of a printer to be used for paper output; if notveet uses the default printer.

PSPRINT
The command used to print PostScript data from the standard input; if netasetuses fpr
-P$PRINTER'.

TEXTPRINT
The command used to print text from the standard ingétnot set, wave uses Ipr
-P$PRINTER'.

ANNTAB
The name of a file that contains custom annotation definitions (see ‘Resourceg’ faretietails).
If not set,wave uses standard annotation definitions only.

The environment variables balcare not needed unless th&ve binary distribution, or X\ew, has been
installed in non-standard directories:

HELPPATH
The path for X\lew spot help; if not set,wave initializes it to/usr/lib/help. wave's own spot help
is in $SHELPDIR/wave, which is appended to the endHELPPATH by wave.
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HELPDIR
The directory in whiclwave's help directory is located; if not setiave usegusr/local/help.

MENUDIR
The name of the directory that contains theadkfanalysis menu file; if not seyave uses
{usr/local/lib.

RESDIR
The name of the directory in which system-wide default X11 resource fileepte iknot set,
wave uses /ust/lib/X11/app-defaults. XUSERFILESEARCHPATH, XAPPLRESDIR, and
XENVIRONMENT are also used, together witOME andUSER, to locate resource files (see
X(1)).

RESOURCES
You can control may aspects ofwvave's gppearance and behavior by setting its resources. If you are not
familiar with this concept, refer to an introductory book on using theiXdéW System, such as Darwin,
Quercia, and O’Reillyg X User’'s Guide: Open Look Editio(see the link belw). Sincewaveis huilt using
the XMiew toolkit, all of the resources listed kview(7) can be used witivave. In addition, the follaving
wave-specific resources may also be set:

Wave.AllowDottedLines
This resource specifieswfave is allowed to render dotted linesvave normally draws annotation
marker bars as dotted lines, and may use dotted lines for other display elements on black-and-
white displays for clarity Some X servers do not properly render dotted linesyeaer; if you
obsenre irregular or missing annotation mankbars, change the value of this resource fiooe
to False

Wave.Anntab
This resource specifies the name of a file that contains a table of annotation definitionsvi-The en
ronment \ariable ANNTAB can also be used to specify this filename; the resowaedes the
environment variable if both are set. The file contains one-line entries of the form

15 % Funy looking beat

in which the first field specifies the (numeric) annotation code in the range between 1 and
ACMAX inclusive (see/usr/include/wfdb/ecgcodes.Hor a list of predefined codes and for the
definition of ACMAX); thesecond field (‘%’ in the example) is a mnemonic (used in annotation
display and entry), and the remainder of the entry is a description of the intended use of the anno-
tation code (which appears next to the mnemonic in the ‘Type’ field and meAunraitation
Template’ windavs). Linesin the annotation table that begin with ‘#" are treated as comments and
ignored. Itis not necessary to specify an annotation table when editing an existing annotation file
unless preiously undefined annotation types are to be added to it during the editing process,
although it is generally harmless to do so.

Wave.Dpi
This resource specifies the display resolution in dots per inch in theMMrRNN, whereMM is
the horizontal resolution andN is the vertical resolutionNormally, the resolution is known to
the X serer, and it is unnecessary to specify this resource. If your X server is misinformed,
wave's calibrated display scales will be incorredtie best solution is to specify the resolution
using a server option such as thpi option supported by MIF X11 servers, since this will sav
problems common to gnother applications that require calibrated scales as vk all X11
seners support such an option, so this resourcediadle as a wrk-around. Theommand-line
option -dpi overrides the resource if both are specifidtf. you dont know the resolution, use
xdpyinfo(1) to determine what your X sewthinks it is. Then rumave, enable the grid display
and measure the grid squares with a ruléthey are larger than 5 mm, the number of dots per
inch returned bwdpyinfo is too lage; adjusthe Wave.Dpi resource proportionallyand repeat
the process until the grid squares measure 5 mm in each direction.)

Wave.GraphicsMode
This resource specifies the graphics mode useddvg; it can be gerridden using theg, -m,
-0, or -S options. Thelegd values arel (monochrome mode) (overlay greyscale mode)}
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(shared color mode$, (shared grg mode), and (overlay color mode).

Wave.SignalWindow.{ Grey|Color} .Element
These resources specify the colors to be used on greyscale or color displays. The& ‘Color
resources are used only if the display is color-capable and neither greyscale nor monochrome
mode has been specified. The defaults are:

Element Grey Color
Background  white white

Grid grey75  gre90
Cursor grey50  orangeed
Annotation grey25  yellov green
Signal black blue

Wave.SignalWindon.Mono.Background
In monochrome mode, the background is normally white, and all other display elements are nor
mally black. The reerse can be obtained by setting this resourdaaok. (There is at least one
server for which this fails.)

Wave.Scopd.Grey|Color} { Foreground|Background}
These resources specify the colors to be used in the Scopemandypeyscale or color displays.
The Foreground color is used for theawdorm and the time display; by deflt, it matches the
color used for signals in the signal wind¢see the previous item). Some X servers do notvallo
the background color of the Scope windim be ®t, because of the color map animation and stip-
pled erasing technigues used.

Wave.Scope.Mono.Background
This resource can be used twdrt the forgground and background of the Scope windehen
WAVE is running in monochrome mode. This does not work for all X servers.

Wave.SignalWindow.{Height_mm|Width_mm}
These resources specify the preferred dimensions (in millimeters) for the signalwiitie
defaults are 120 and 250 respesiti.

Wave.SignalWindaw.Font
This resource specifies the font used to display annotations and time marks in the signal windo
The default idixed.

Wave.TextEditor
This resource specifies the name of the text editakad by wave to permit you to editvave's
log and analysis menu fileIhe default igextedit (the OpenLook visual editor)You may over-
ride this resource by using thevdonment \ariableEDITOR, which is also used by mgmother
UNIX applications that imoke editors.

Display options
Initial values for the settings controlled fromave's View window can be specified using either X
resources or command-line options. Once suitable settings Ie@en selected, use the (®aas rew
defaults’ button inwave's View window to record them in yourXdefaults file. In this section, the X
resource name is specified first, and the command-line option follows.

By default, all of the display options in the first group are(Btlse); set ay of these X resources r ue
to enable these options, or use the command-line options to do so.

Wave.View.Subtype(-Vs)
Display annotatiosubtyp fields.

Wave.View.Chan(-Vc)
Display annotatiorchan fields.
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Wave.View.Num(-Vn)
Display annotatiomum fields.

Wave.View.Aux (-Va)
Display annotatiomux fields.

Wave.View.Markers (-Vm)
Display annotation marker bars.

Wave.View.SignalNameg-VN)
Display signal names along the left edge of the signal windo

Wave.View.Baselineg-Vb)
Display baselines for gnDC-coupled signals, and label the zereele and the units along the
right edge of the signal windo

Wave.View.Level (-VI)
While the pointer is in the signal windioand ary mouse button is depressed, track the intersec-
tions of the marker bar with the signals andndherizontal marker bars across the signal wimdo
at the l@els of these intersections.

The remaining resources and command-line display options correspond to theuthems ibwave's View

window. The alue of each resource, or the humeric argument that immediately follows the command-line
option, should match the position of the desired menu choice, where the top item on each menu is in posi-
tion 0, the one belit is in position 1, etc.For example, to set the initial amplitude scale to 5 mm/mV (the

item at position 2 in the ‘Amplitude scale’ menu), all@ 2 to the command line, dVave.View.Ampli-
tudeScale:2to the X11 resource database.

Wave.View.TimeScalg-Vt)
Set the time scale (0: 50 mm/min; 1: 125 mm/min; 2: 250 mm/min; 3: 500 mm/min; 4: 12.5
mm/sec; 5: 25 mm/sec (default); 6: 50 mm/sec; 7: 125 mm/sec; 8: 250 mm/sec).

Wave.View.AmplitudeScale(-Vv)
Set the amplitude scale (0: 1 mm/plV 2.5 mm/mV, 2: 5 mm/mV, 3: 10 nm/mV (default); 4: 20
mm/mV; 5: 40 nm/mV, 6: 100 mm/mV).

Wave.View.SignalMode(-VS)
Set the choice on the ‘Draw’ menu (0: all signals (default); 1: listed signals only).

Wave.View.AnnotationMode (-VA)
Set the choice on the ‘Shannotations’ menu (0: centered (default); 1: attached to signals; 2: as a
signal).

Wave.View.TimeMode(-VT)
Set the choice on the ‘Time display’ menu (0: elapsedaqi®f 1: absolute; 2: in sample inter
vals).

Wave.View.GridMode (-VG)
Set the choice on the ‘Grid’ menu (0: none; 1: 0.2 s; 2: 0.53n02s x 0.5 mV (default)).

In addition to the usual ays of setting X resources, it is possible to sgtadrthose listed abe, as well as
ary of the generic XVéw resources, by using th&rm or -default options on the command line when
startingwave. For example, you can set the background color of the signal windimg a command such
as

wave + 100s -xrm Wave SignalWindow.Color.Background:lightblue

RUNNING TW O OR MORE WAV E PROCESSES
By specifying tvo or more record names, separated bycharacters, in the command-line argument that
follows *-r’ (see abwee), you may open separate®ME sgnal windows (processes) for each recofthese
processes are almost completely independent: frgnsignal windav, you may naigate within the record,
change display settings, edit annotations, naiereal analysis programs, quit the process, etc., without
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affecting awy other signal windows.

For example, you may open twsgnal windows for the same record by:
wave + 100+100 -a atr
You can nav move dout the record freely in either windo This facility makes it easy to comparefdit
ent segments of the record. Note that whenewvo or more windows are displaying the same set of anno-
tations, as in this case, only one should be editing the annotatiorysgatemtime.

The windav associated with théast record named on the command line has a special status: it is desig-
nated the master signal windoand an extra button (labelled ‘Sync’) appears at the top of this windo
Clicking on this button causes all of the other signal wivgito be redrawn so that the times shown in their
lower left corners match that in the master signal wind{Note, havever, that if you hae quit a signal
window from the middle of the list, gnsignal windavs from earlier in the list will no longer respond to
sync requests.)

By default, all command-line arguments apply to all signal wirsdoYou may specify an argument that is
to apply to only one signal windo howeve, by prefixing the agument with +n/, wheren is the signal
window number (The first signal windw, corresponding to the first record named on the command line, is
signal windev number 0; the next is number 1, etc.)

This facility has may applications. Br example, you may wish to open dwopies of the same record,
with two different annotators:

wave + 100+100 -a +0/atr +1/qgrs
In this case, record 100 is opened i windows, with annotator ‘atr’ in winde 0 and annotator ‘grs’ in
window 1. (The “a option applies to both windows since it does nateha “+n/’ prefix.)

As another example, you may wish to discuss a record with colleagues at other locations:

wave + 200+200+200 -a grs +0/-display +0/atlantic.bigu.edu:0 \

+1/-display +1/pacific.widget.com:0

Here, record 200 is opened in three wiwdo Window 0 is gpened on display 0 of atlantic.bigu.edu, win-
dow 1 on dsplay O of pacific.widget.com, and wind@® (the master window) on the local displafFor
this to work, your colleagues must first allgour computer to open windows on their displays, typically
usingxhost Seexview(7) for information about thedisplay option. Noticethat the +n/’ prefix must be
attached to both thedisplay’ option and to its argument in order to apply both of these arguments to the
same signal winde) Your colleagues can freely wm éout the record, but you can direct the discussion
at ary time by using the Sync button in your signal wiwddn a @se such as this one, anyone can enable
editing; you should do so only after making sure that no one else has. Oncevgaavas your work (by
selecting ‘Sae’ from the File menu), your changes become visible to your colleaguey ifdioad the
annotations (by clicking on ‘Reload’ from the Load window).

As a final example, the MIMIC Database includes both high-resolutiedevm records and medium-res-
olution (roughly 1 sample per second) computed measurement redmasnay vienv both of these at the
same time using a command such as:
wave +237+237n -a all
Typically, you will wish to viav the high-resolution and Woresolution data at different time scales.
Althoughwave attempts to choose reasonable defaults, you can adjust the scales independently if you wish:
wave +237+237n -a all +1/-Vt +1/2

If you usewavescript or wave-remote to control the master signal winddthis happens by default unless
you use thepid option of these programs to control a different signal wivjddhe other signal windes
are kept synchronized with the master wiwdo

Note that you canndhcreasethe number of signal windows in a group once youelgarted awave pro-
cess group, although you can run more than one process group at a time if you wish.

MENU FILE
wave uses a simple menu file to allgyou to set up analysis options. Each line in the file corresponds to a
button in the Analyze winde (except for empty lines and lines that begin with ‘#', which are ignored).
Within each line, the syntax l@bektab>action, where <tab> is one or more tab charactdiiselabelfield
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is used to identify a command button in the Analyze windnd theactionfield is aty command accept-
able to your shellbutton-labelandaction may include spaces if needed; if necessary may be used at
the end of a line to indicate that it is continued on the next line. Before the commaedued,wave
replaces certain tokens with appropriate strings; these include:

$RECORD
The name of the current record.

$ANNOTATOR
The name of the current input annotator.

$START
The currently selected ‘start analysis’ time.

$END The currently selected ‘end analysis’ time.

$DURATION
The time interval betweeBEND and$START.

$SLEFT
The time corresponding to the left edge of the signal windo

$RIGHT
The time corresponding to the right edge of the signal windo

$WIDTH
The time interval betweebRIGHT andLEFT .

$SIGNAL
The currently selected signal number (as shown in the Analyze window).

$SIGNALS
The current signal list (as shown in the Analyze window).

$LOG The name of the current log file (as shown in the Log window).

$WFDB
The WFDB path (from the Load window).
$WFDBCAL
The name of the WFDB calibration file (from the Load window).
$TSCALE
The time scale, in mm/sec.
$VSCALE
The amplitude scale, in mm/mV.
$DISPMODE

The annotation display mode (0: annotations displayed in cemtaerarker bars; 1: annotations
displayed in centelong marker bars; 2: annotations attached to signals, no bars; 3: annotations
attached to signals, short bars; 4: annotations displayed as a signal, no bars; 5: annotations dis-
played as a signal, long bars)

$PSPRINT
The command for printing PostScript data from the standard input, as specified in the Print Setup
window.

$TEXTPRINT
The command for printing text from the standard input, as specified in the Print Setuprwindo

$URL The URL specified by the most recently selected link.
Other tokens that begin with ‘$’ are passed to the shell unchanged.
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Example
The default menu file includes the following lines (among others):

Mark QRS complexes sqrs -r SRECORD -f $STAR-t $END -s $SIGNAL

Calibrate calsig -r SRECORD -f $STAR-t $END -s $SIGNALS

Extract segment snip -i SRECORD -f $STAR-t $END -n n SRECORD \
-a SANNOTATOR

List annotations rdann -r SRECORD -a $ANNTATOR -f $START -t $END

List samples rdsamp -r SRECORD -f $STAR-t $END -s $SIGNALS

Print chart echo SRECORD $STARSEND |\

pschart -a SANN@ATOR -g -| -R -s $SIGNALS - | $PSPRINT
Print full disclosure ~ echo $RECORD $STARSEND |\
psfd -a SANNOATOR -g -I -R -s SIGNALS - | $PSPRINT

KEYBOARD COMMANDS
Wheneer the pointer is in the signal windpthe normal arrev pointer is replaced by a crosshair pointer
At these times, the numerieypad and seeral of the function kys may be used for mgrannotation edit-
ing and display operations, and the normal alphanumeric and punctuayioi be used to select single-
character annotation mnemonics (displayed in the Annotation Templatewyindéum Lock’ must be of
if you wish to use thedypad for editing operations. Some of the function and numespad commands
work on Sun lkyboards only; in these cases, alternaggbkard commands for use with PC and other
keyboards are shown in parentheses. Most of these alternate commands also workeyb&urdk

<Help> (<F1>)
Open XMew spot help for the item under the pointgtnlike most of the other éyboard com-
mands, this command isalable at ay time, not only when the pointer is in the signal windo

<left arrow>
Select the annotation to the left of the pointéClick left to do this using the mousé&hese
actions also work when the pointer is in the scope wirjJdo

<right arrow>
Select the annotation to the right of the point€lick right to do this using the mous&hese
actions also work when the pointer is in the scope wirjJdo

<up arrow> Move the selected annotation up one signal (i.e.,
decrement itshan field). Thiscommand works in multi-edit mode only (enter multi-edit mode
by choosing ‘attached to signals’ from the ‘8hannotations’ menu imvave's View window).

<down arrow>
Move the selected annotation down one signal (i.e., incremerhéas field). This command
works in multi-edit mode only.

keypad <5>(<F2>)
Insert an annotation at the current position of the poir{@lick the middle button to do this using
the mouse. Annotation editing must be enabled for this action to be successful.)
keypad <=> (<F3>)
Move the pointer tward the left.
keypad <*> (<F4>)
Move the pointer tavard the right.
<Copy> (<F6>)
Copy the selected annotation to the Annotation Template.
<Find> (<F9>)
Search forward.
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<ctrl><Find> (<ctrl><F9>)
Search backward.

<End> (<shift><F9>)
Advance to the end of the record.

<Home> (<ctrl><shift><F9> )
Move 1o the beginning of the record.

<PgDn> (<F10>)
Advance half a screen.

<ctrl><PgDn> (<ctrl><F10>)
Advance a full screen.

<PgUp> (<shift><F10>)
Move back half a screen.

<ctrl><PgUp> (<ctrl><shift><F10> )
Move back a full screen.

<Enter> (<Return>)
(Only if a link annotation has been selecte8hov the external data specified by the link using a
Web browser; starthe Web browser first if necessary.

Under SunOS, once youve@ened the Analyze wingoor haveselected Print from the File menu, do
not attempt to suspenaave (for example, by typing control-Z in the controlling terminal windo Under
these circumstancesave may exit immediately (without quit confirmation) and/amsaved edits may be
lost. Thisproblem is the result of a bug in the ¥W termswpackage used for the Analysis Commands
window. To avoid this bug, akays runwave in the background under SunOS. The Linux, Mac OS X, MS
Windows, and Solaris 2.x versions of the XVikbrary do not hee this bug.

If wave opens with an empty signal windpthis may mean that the X sers backing store is disabled.
wave versions 6.8 and later incorporate ankaround that\ids this problem. If you must use an earlier
version of wave, enable backing store and restart the X ser\Using the X servers from the xgor
XFree86 projects, backing store can be enabled by inserting the line ‘Option "backingstore™ in the
‘Device’ section(s) of thexorg.conf or XF86Config-4file. If your X server is normally started by a dis-
play manager such aslm, close all windows and restart the server wdttirl><alt><backspace>. Oth-

erwise, log out, log in, and restart the X server manually if necessary.)

If this doesnt solve the problem, use gnof wave's navigation controls, or resize the signal wimgado

malke the signals visible. On some 24-bit displays, this problem may be the result of areKlzegvand
these methods will ark around the problem. On some of these displays, text in the signalwwnalp be
invisible using @erlay graphics mode; if this happens, use-theption.

No more than one piped record (see WEDB Pogrammers Guide) can be viewed in a singleviocation

of wave. If the signal file is a pipe, it is possible only to search forward through it (altheaghcaches
several of the most recently displayed wivi®, which can be véewed in ay case). Usinghe >’ button

to move by half a frame does notavk properly with piped input, nor does changing the display scales,
since these actions require rereading the signals.

There appears to be a subtle incompatibility betweeiedbased applications such asve and at least
some X sergrs. Thesymptom of this problem is thatave's View panel may be blank, and mawarning
messages from the notifier may appear in the controlling terminal windibis problem appears to occur
only when all of the following are true: the X server is running on a multi-head display with Xinerama
enabled, the user does novdaoot privileges, aXdefaults file exists, andvave or another X\ew appli-

cation has run at least once since the X server was started.

2September 2005 WFDB 10.3.18



SEE ALSO
pschart(1), xview(7)
WAVE Users Guide (http://www.physionet.org/physiotools/wug/)
X Window System Usex'Guide: Open Look Editiothttp://www.oreilly.com/openbook/openlook/)

AVAILABILITY

wave currently runs under FreeBSD, GNU/Linux, Mac OS X, M8Wldws with Cygwin/X, Solaris, and
SunOS. lItshould be easily portable toyaROSIX-compliant OS that can support X11 andieM If you
would like to tlsewave on a system other than those listedvabgou will need to port Xiéw to your sys-
tem first (or purchase a commercial port if oneviglable). Sourcedor XView are available from Plys-
ioNet @www.physionet.org where the sources fawave itself are also \ailable), www.ibiblio.org, and
their mirrors. We @nnot offer assistance in porting béW; if you wish to try this, you aron your own.If
you successfully port themdtool terminal emulator application included in the W sources, we will
assist you in portingvave (this is much simpler than the XWieport).

AUTHOR
George B. Moody (george@mit.edu)

SOURCES
http://www.physionet.org/physiotools/wfdbéwe
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NAME
wfdb-config — print WFDB library version and configuration info

SYNOPSIS
wfdb-config [ --cflags] [ --libs ] [ --version]

DESCRIPTION
This program prints information about the WFDB library installation. Use it with one of these options:

--cflags Print options needed (1) orgeq1) to find the WFDB librang 'include’ (*.h) files.

--libs  Print options needed byo(1), gcdl), orld(1) to find and link a program with the WFDB library
(and, ifNETFILES support is compiled into the WFDB libranyith thelibwww libraries).

--version
Print the version number of the most recent version of the WFDB library that has been installed.

Example
To compile prog.c with the WFDB library use:
gcc ‘wfdb-config --cflags' prog.c ‘wfdb-config --libs*
Additional options may be added to the command if needed (for example, to link to other libraries).

AUTHOR
George B. Moody (george@mit.edu)

SOURCE
http://www.physionet.org/physiotools/wfdb/lib/wfdb-config.c
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NAME
wfdbcat — coy WFDB files to standard output

SYNOPSIS
wfdbcat file [ file ... ]

DESCRIPTION
This program locates files anywhere in the WFDB path and copies them to the standard outpwd If link
with a \ersion of the WFDB library that has been compiled WETFILES supportwfdbcat can be par
ticularly useful for retrieving files from remote web (HTTP) and FTP servers.

ENVIRONMENT
It may be necessary to set and export the shell vanaBIeB (seesetwfdb(1)).

SEE ALSO
setwfdb(1)

AUTHOR
George B. Moody (george@mit.edu)

SOURCE
http://www.physionet.org/physiotools/wfdb/app/wfdbcat.c
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NAME
wfdbcollate — collate WFDB records into a multi-segment record

SYNOPSIS
wfdbcollate -iirec [ irec ... ] -0 orec[ -a annotator]
wfdbcollate orec first las{ -a annotator]
wfdbcollate -sirec -0 orec[ -1 segment-length

DESCRIPTION
A multi-segment record is the concatenation of one or more ordinary recArduulti-segment record is a
“virtual” record, in the sense that it has no signal files ofvits. olts header file contains a list of the
records that comprise the multi-segment recokdmulti-segment record may lva asociated annotation
files, but these are independent of annotation files that mayxest for its constituent ggnents. Itis per
missible (though not particularly useful) to create a multi-segment record with only gmersgeit is not
permissible to use a multi-segment record as a segment within a multi-segment recore,. howe

wfdbcollate simply constructs an array of segment names, passing it to the WFDB library function
setmsheadefseewfdb(3)) to create a multi-segment header file. In the first form of the commosetds

the name of the multi-genent (output) record to be created, anditbe arguments are the names of the
(single-sgment) input records that are to be included in the output reédrtbast one input record name
must be specified.

In the second form of the commarmdecis again the name of the multiggeent (output) record to be cre-
ated, andirst andlast are numbers between 1 and 99999 this caseprec must be 3 characters owmfer
(longer names are truncated), and the names of the input records eed be@ppendindfirst, first+1, ...,
lastto orec(representindirst, ..., as 5-digit zero-padded decimal humbers). Thus the command
wfdbcollate xyz 9 12
is equialent to
wfdbcollate -0 xyz -i xyz00009 xyz00010 xyz00011 xyz00012

Each sgment must contain the same number of signals, and the sampling frequestde the same for
each sgment. Eachnput record header must specify its record length yskdesql) to determine the
input record length if necessatihen edit the input record header to include this information before using
wfdbcollate). In most cases you will want to be sure that corresponding signals match ingraehtsand

that the gains, ADC zerouds, and numbers of samples per frame (segder(5)) also match. It is not
necessary that the signal file formats match, wewe

In the first tw forms,-a annotatoris optional; if included, it specifies the annotator name of annotation
files associated with the input records, files to be concatenated to form a similarly-named annotation file for
orec Note that all of the files to be concatenated musge ltee same annotator name. It is not necessary
that this annotator exist for each input record, hawve

The third form of the command, which includes th@ption, can be used to split an existing recanet)

into multiple sgments. Inthis mode wfdbcollate first creates a set of segments froect, then collates
them into a multi-segment record. In this mode,-theption may be used to specify a non-standagd se
ment length, which must be no less than 15 secoBgidefault, segments are 10 minutes long, although
the last sgment in the record may be shortdihe names of the segments created in this way are formed
from the first three characters ofec and from a 5-digit zero-padded segment numasrin he second
form of the command.

In most cases, multi-segment records are indistinguishable from single-segment records, from the point of
view of applications liilt using the WFDB library (version 9.1 or latef))sexform (1) to generate a single-
segment record from a multi-segment record if necessary (for example, ® itraladable by an applica-

tion built using an earlier version of the WFDB library). Notewbeer, that older applications can gener

ally be updated without source changes simply by recompiling them and linking them with the current
WFDB library.

ENVIRONMENT
It may be necessary to set and export the shell vaNabIeB (seesetwfdb(1)).
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FILES

orechea outpubheader file

irec.hea inpuheader file(s)
BUGS

Under MS-DOS, this program is knownwiibcoll8
SEE ALSO

wfdbdesd1), xform (1), wfdb(3), header(5)
AUTHOR

George B. Moody (george@mit.edu)
SOURCE

http://www.physionet.org/physiotools/wfdb/app/wfdbcollate.c
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NAME
wfdbdesc - read signal specifications

SYNOPSIS
wfdbdescrecord|[ -readable]

DESCRIPTION
This program reads specifications for the signals described imethderfile for record. If the -readable
option is presentyfdbdescattempts to open the signal files, and it reports only on those that are readable.

ENVIRONMENT
It may be necessary to set and export the shell vanabIeB (seesetwfdb(1)).

FILES
record.hea headédile

signal files named irecord.hea

SEE ALSO
setwfdb(1)

AUTHOR
George B. Moody (george@mit.edu)

SOURCE
http://www.physionet.org/physiotools/wfdb/app/wfdbdesc.c
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NAME
wfdbwhich - find a WFDB file and print its pathname

SYNOPSIS
wfdbwhich [ -r record] filename
wfdbwhich [ -r record] file-type record

DESCRIPTION
This program searches the WFDB path (as specified by the environanadtleM\VFDB, seesetwfdb(1))
for a specifiedilename or for a file of a specifieflle-type(e.g., ‘hea’ or ‘atr’) that belongs to a specified
record. If the file can be found, its full pathname is written to the standard outputyfdhdhich exits
with an exit status of zero (indicating succedg}he file cannot be found, a diagnostic message, including
the current alue of the WFDB path, is written to the standard error outputwéaiitlvhichexits with a non-
zero exit status.

If the WFDB path includes ‘%r’, use the record option to specify the record name to be substituted for
‘%r'.

ENVIRONMENT
It may be necessary to set and export the shell vaNabIeB (seesetwfdb(1)).

SEE ALSO
setwfdb(1)

AUTHOR
George B. Moody (george@mit.edu)

SOURCE
http://lwww.physionet.org/physiotools/wfdb/app/wfdbwhich.c
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NAME
wgrs — single-channel QRS detector based on length transform

SYNOPSIS
wqrs -r record[ options... ]

DESCRIPTION
wqrs attempts to locate QRS comyéds in an ECG signal in the specifie@cord. The detector algorithm is
based on the length transform. The outputvgfs is an annotation file (with annotator namvgrs) in
which all detected beats are labelled normal; the annotation file will also contain optional J-point annota-
tions if the-j option (see below) is used.

wqrs can process records containing/aumber of signals, but it uses only one signal for QRS detection
(signal 0 by default; this can be changed using-staption, see belw). wqrs is optimized for use with
adult human ECGsFor other ECGs, it may be necessary to experiment with the sampling fregaenc
recorded in the input recosdheader file (sebeader(5)), the detector threshold (which can be set using the
-m option), and the time constants indicated in the source file.

wqrs optionally uses the WFDB library'setifreqfunction to resample the input signal at 120 or 150 Hz
(depending on the mains frequgnwhich can be specified using theoption). wars performs well using
input sampled at a range of rates up to 360 Hz and possibly higher matésids been designed and tested
to work best on signals sampled at 120 or 150 Hz.

Optionsinclude:

-d Dump the rav and length-transformed input samples in text format on the standard output, but do
not detect or annotate QRS comaie

-f time Begin at the specifietimein record (default: the beginning o&cord).

-h Print a brief usage summary.

-H Read the signal files in high-resolution mode (default: standard mode). These modes are identical
for ordinary records.For multifrequeng records, the standard decimation gésampled signals
to the frame rate is suppressed in high-resolution mode (rathether signals are resampled at
the highest sampling frequency).

- Find and annotate J-points (QRS ends) as well as QRS onsets.

-m threshold
Specify the detectiothreshold(default: 100 microolts); usehigher values to reduce false detec-
tions, or lower values to reduce the number of missed beats.

-p frequency
Specify the power line (mains) frequgnased at the time of the recording, in Hz @ldt: 60).
wqrs will apply a notch filter of the specified frequgnto the input signal before length-trans-
forming it.

-R Resample the input at 120 Hz if the power line frequerc60 Hz, or at 150 Hz otherwise
(default: do not resample).

-ssignal

Specify thesignalto be used for QRS detection (default: 0).
-t time Process until the specifi¢idnein record (default: the end of theecord).
-V Verbose mode: print information about the detector parameters.

ENVIRONMENT
It may be necessary to set and export the shell vanabIeB (seesetwfdb(1)).

EXAMPLES
To mark QRS compbees in record 100 beginning 5 minutes from the start, ending 10 minutes and 35 sec-
onds from the start, and using signal 1, use the command:
wgrs -r 100 -f5:0 -t 10:35-s 1
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The output annotations may be read using (for example):
rdann -a wgrs -r 100

To evaluate the performance of this program, run it on the entire record, by:
wqrs -r 100

and then compare its output with the reference annotations by:
bxb -r 100 -a atr wqrs

SEE ALSO
bxb(1), ecgpuware(1), rdann(1), setwfdb(1), sqrs(1)

AUTHORS
Wei Zong (wzong@mit.edu) and George B. Moody (george@mit.edu).

SOURCE
http://www.physionet.org/physiotools/wfdb/app/waqrs.c
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NAME
wrann — write a WFDB annotation file

SYNOPSIS
wrann -r record -a annotator

DESCRIPTION
wrann translates its standard input into an annotation fillee format ofwrann input should be that pro-
duced bydann(1). Specificallythe pipeline
rdann -r record-aiann-f O | wrann -r record -a oann
is guaranteed to produce an identicalycopthe annotation file read bgann, provided that thewux fields
of the annotations do not contain embedded nulls.

The usual application faxrann is as an aid to annotation file editing: an annotation file may be translated
into ASCII format usingdann, edited using a text editpand then translated back into annotation file for
mat usingwrann.

ENVIRONMENT
It may be necessary to set and export the shell vanaBIeB (seesetwfdb(1)).

SEE ALSO
rdann(1), setwfdb(1)

AUTHOR
George B. Moody (george@mit.edu)

SOURCE
http://www.physionet.org/physiotools/wfdb/app/wrann.c
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NAME
wrsamp — write WFDB signal files

SYNOPSIS
wrsamp [ options... ] column...

DESCRIPTION
wrsamp reads tgt-format input and writes the specifiedlumnsin WFDB signal file format 16 (sesg-
nal(5)), either to the standard output or to a disk file (seeatbption below).

Normally, wrsamp’s input is line- and column-oriented, witine separator baracters(usually ASCII
linefeeds) separating input lines, dield separator baracters(usually spaces or tabs) separating columns
within each line.Columns need not be of constant width; the only requirement is that one or more field
separator characters appear between adjacent columns. The outdesairop(l) is an example of an
acceptable input format.

Lines are identified by line numbefhe first line of input is line 0Similarly, columns are identified by
column numberand the leftmost column is column @olumns may be selected inyaorder, and ary

given column may be selected more than once, or omitted. The ordetwhnarguments determines the
order of the signals in the output (data from the fidumnspecified are written as signal 0, etc.) If an
entry in a specified column is missing or improperly formattedamp produces a warning message iden-
tifying the line and column numbers, and inserts a zero in the output in place of the missing or improperly
formatted sample.

Optionsinclude:

-C Check that each input line contains the same number of fields. (This test is normally disabled, to
allow for input files containing preambles, trailers, or occasiorahdields not intended to be
read as samples.)

-fn Start coing with linen. By default,wrsamp starts at the beginning of its standard input (line 0).

-Fn Specify the sampling frequepn¢in samples per second per signal) for the output signalaufttef
250). Thisoption is useful only in conjunction witlo, since it affects the output header file anly
This option has no &fct on the output signal file, which contains one sample per signal for each
line of input. If you wish to change the sampling freqyenahe signal file, segform(1).

-Gn  Specify the gin (in A/D units per millolt) for the output signals (default: 200Jo pecify dif-
ferent quins for each output signal, provide a quoted list of values in platéseke the xamples
belov). This option is useful only in conjunction witto, since it affects the output header file
only. This option has no effect on the output signal file. If you wish to rescale samples in the sig-
nal file, usex.

-h Print a usage summary.
-i file  Read input from the specifidite (default: standard input).

-In Read up ta characters in each line (default: 1024). Longer lines are truncated (wignnang
message identifying the line number of the offending line).

-0 record
Write the signal file in the current directory gord.dat, and create a header file in the current
directory for the specifiedecord. By default, wrsampwrites the signal file to its standard output
in format 16 (sesignal(5)), and does not create a header file.

-rc Interpretc as the input line separator (default: \n, the ASCII linefeed charadgi3. option may
be useful, for gample, to read Macintosh files containing carriage-return delimited liNete
that no special treatment is required for files containing both carriage returns and linefeeds.

-sC Interpretc as the input field separator (default: both spaces and tabs are treated as input field sepa-
rators). Ifthis option is used; is theonly character treated as a field separator.

-tn Stop copying at lina (line nis not processed)By defult, wrsamp stops when it reaches the end
of file on its standard input.
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-Xn Multiply all input samples by (default: 1) before writing them to the output signal fileo ec-
ify different scaling factors for each signal, pide a quoted list of values in place ro{see the
examples below).

ENVIRONMENT

It may be necessary to set and export the shell vanabIeB (seesetwfdb(1)).

Examples

rdsamp -r 100s | wrsamp -0 100w -F 360 1 2
This command creates a record named ‘100w’ that is y @bpecord ‘100s’ (although the signal file for
mat is diferent). If the -F 360 option were omitted, the output signal file (‘100w.dat’) would be
unchanged, but the header file for record ‘100w’ would indicate that the sampling frequandthe
default) 250 Hz, rather than 360 Hz as in record 100s; this is beeasamp has no other way of deter
mining the sampling frequenof its input. Note that columns 1 and 2wifsamps input correspond to
signals 0 and 1 respegtly; columnO is the sample numbgnot useful tonrsamp.

wrsamp -i in.txt -o out -G "100 100 50" -x "1 .5-102"4103
This command creates a record named ‘out’ that contains signaledd&am four columns of its input
(‘in.txt’). Notice that the argument of the -G (gain) option is the quoted string "100 100 50"; the effect is
that the gains of the first twoutput signals are set to 100, and that of the third is 50. Since no exaiicit g
is specified for the fourth signal, it is assigned the same gain as the previous (third) signal (i%ImBb0).
larly, the quoted argument of the -x option specifies scaling factors applied to the samples befaee the
written to the output signal fileoutput signal 0 will be unscaled (scale factor 1), signal 1 will beedalv
(.5), signal 2 will be scaled by 10 andérted (-10), and signal 3 will be doubled (Finally, note that the
four columns selected from the input filevhdeen rearranged, so that the leftmost column (0) will become
output signal 2, etc.

SEE ALSO

rdsamp(1), setwfdb(1), xform (1), signal(5)

AUTHOR

George B. Moody (george@mit.edu)

SOURCE
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NAME
xform — sampling frequeryc amplitude, and format caersion for WFDB records

SYNOPSIS
xform -i input-record[ options... ]

DESCRIPTION
xform copies the signal files (and, optionabgnotation files) of the specifiedput-record By default, all
signals are copied in their entirety; using appropriate optifoan can be used to cgmnly a portion of
the record, or only a subset of the signals, or b@thtionsare:

-a annotator
Copy the specifiedannotatoras well as the signal fileSlwo or moreannotatorarguments, sepa-
rated by spaces, can fallo-a. An annotator supplied via the standard input may be specified
using ‘-, but only immediately aftesa; in this case onlyannotations are copied to the standard
output.

-C Clip the output (set ansample values that would fall outside of the range supported by the
selected format to the maximum or minimum supporteldies). Bydefault, the output is not
clipped; ratherthe values are wrapped around modulo the supported range (i.excéss aigh-
order bits are simply discardedlJse of wrap-around can result in bizarre artifacts, but has the
adwantage that the affected portions of the output signals can (usually) be interpreted properly
Clipping mode is appropriate for testing algorithms or devices that must operate using a more
restricted amplitude range than was used when digitizing the original record.

-f time Begin at the specifietimein the input record (default: the beginning of the record).
-h Print a usage summary.

-H Read the signals in high-resolution mode (default: standard mode). These modes are identical for
ordinary records.For multifrequeng records, the standard decimation gesampled signals to
the frame rate is suppressed in high-resolution mode (rahether signals are resampled at the
highest sampling frequency).

-M Read the signals in multifrequgnmode. Eaclsignal (in a multifrequencrecord) is copied to
the output record without changing its sampling frequenc an adinary record, this option has
no effect other than to force the input and output sampling frequencies to be equal.

-n new-record
Create anew-recordfor the output signal files.

-N new-record
As abwe, but copy the signal descriptions from the header file for the record specified usirg the
option (see below) rather than from the input record.

-0 output-record
The header file fooutput-record(which must exist before runningorm) determines the names,
sampling frequeng formats (seaignal(5)), gains, and ADC zero lels of the output signalslf
the-o option is absengform prompts the user for the output specifications.

-ssignal-list
Write only the signals named in tisggnal-list (one or more input signal numbers, separated by
spaces; dafult: write all signals). This option may be used to re-order or duplicate signals.

-Sscript
Take answers to prompts from the specifigetipt (a text file).

-t time Process until the specifigidhein the input record (default: continue to the end of the record).

-u Adjust annotation times as needed so that #he unique. If the output sampling frequgns less
than that of the input, the times of closely-spaced annotations may coincide in the output, which
may cause problems for some older WFDB applications. -Ulogtion asoids this.

If a new-records specified, a e header file is created after the signal file transformation is compléte.
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new header file, if created, contains the correct sample counts and checksums fov Hgnakfiles. Any
output annotation files that are created as a result of usilage associated withew-recordif it has been
specified, or withoutput-recordotherwise. © process only a segment of timput-record specify the start-
ing and ending times using tHeand-t options.

Sampling frequencchanges are performed by linear interpolatiory eombination of input and output
sampling frequencies is permissibl€his interpolation method has the advantage of being reasorwrebly f
an important consideration since it is often necessary to operate on a million or more s&egpéspling
noise is not a significant problem for the typical applicationsfaim (changing the sampling frequanc
by factors of fie or less). Aliasingcan be a problem, h@ver, when the input sampling frequegncs
greater than the output sampling frequentn such cases, if the input signals contain freqyetampo-
nents at or ab@ half of the output sampling frequendhe input signals should be low-pass filtered (using,
for examplefir (1)) to remee these components before processing them wiithm. Corversely; if the
output sampling frequemcis substantially greater than the input sampling freqyemnesampling noise
introduced at frequencies in excess of half of the input sampling fregoende remeed by low-pass fil-
tering the output signals.

Normally, the ADC resolution fields in the header files are ignored, and scaling is determined by the ratios
of the gain fields. An undefined (0) gain is consideredvalguit to a gain of 200 ADC units per ydical
unit. An exception to this rule occurs if both input and outpaing are undefined; in this case, scaling is
determined by the difference in the ADC resolution fields, yf an

Also note thatxform writes over any exsting data files named in the header file dokput-record thus
output-recordshould not be the name of an ordinary database redtodnally, the database signal files
are read-onlyand attempts to\erwrite them are futile.For mary applications the "piped record§'and
16 and the "local records8l and16l will be found useful as output records.

If signal selection, scaling, and sampling freqyecarversion are not needednip(1) is recommended as
a faster alternaie to xform.

ENVIRONMENT
It may be necessary to set and export the shell vanaBIeB (seesetwfdb(1)).

DIAGNOSTICS
As xform runs, it prints a *.on the standard error output for each minute processed.ylbfthe output
samples fall outside the range of values that can be properly represented using the specified output format,
xform issues warnings but continues to process the record.

SEE ALSO
fir (1), setwfdb(1), snip(1), signal(5)

AUTHOR
George B. Moody (george@mit.edu)

SOURCE
http://www.physionet.org/physiotools/wfdb/app/xform.c
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NAME
wfdb — Wavdorm Database library

SYNOPSIS
#include <wfdb/wfdb.h>

int adumuv(WFDB_Signad, WFDB_Sampleadc_unit3

double aduphys(WFDB_SignglWFDB_Sampleadc_unit3

char *anndesc(irtnnotation_codg

int annopen(charrécord, WFDB_ Anninfo *aiarray, unsigned innann
char *annstr(inennotation_codg

int calopen(char ¢alibration_filenamg

char *datstr(WFDB_Datél)

char *ecgstr(inennotation_code

void flushcal(void)

int getann(WFDB_ Annotatax, WFDB_Annotation ‘annotatior)
double getbasecount(void)

int getcal(char description char *units, WFDB_Calinfo *cal)
WFDB_Frequeng getcfreq(void)

WFDB_Frequeng getifreq(void)

char *getwfdb(void)

int getframe(WFDB_Samplevectol)

char *getinfo(char tecord)

int getspf(void)

int getvec(WFDB_Samplevecto)

void iannclose(WFDB_Annotator a)

int iannsettime(WFDB_Tim#®

int isgsettime(WFDB_Groupignal_group WFDB_Timet)

int isigopen(char fecord, WFDB_Siginfo *siarray, int nsig)

int isigsettime(WFDB_Timé¢)

char *mstimstr(WFDB_Timé)

WFDB_Sample muvadu(WFDB_Sigrglint microvolts)

int newcal(char &alibration_filenamg

int newheader(cham&cord)

void oannclose(WFDB_Annotator a)

int osigfopen(WFDB_Siginfo giarray, unsigned ininsig)

int osigopen(charrecord, WFDB_Siginfo *siarray, unsigned ininsig)
WFDB_Sample physadu(WFDB_Sigrsdoublev)

int putann(WFDB_Annotataa, WFDB_ Annotation ‘annotatior)

int putcal(WFDB_Calinfo tal)

int putinfo(char fnfo)

int putvec(WFDB_Samplevectoi

WFDB_Frequeng sampfreq(char record)

WFDB_Sample sample(WFDB_SigrefWFDB_Timet)

int setanndesc(irgnnotation_codgechar *annotation_description

int setannstr(inannotation_codgechar *annotation_mnemonic_strijg
void setbasecount(doublse_count

int setbasetime(chatitme_string

void setcfreq(WFDB_Frequenapunter_frequenqgy

int setifreq(WFDB_Frequenayetvec_frequengy

void setwfdb(char #atabase_path_string

int setecgstr(inhnnotation_codechar *annotation_mnemonic_strihg
void setgvmode(ininode

int setheader(charécord, WFDB_Siginfo *siarray, unsigned innsig)
int setibsize(inkizg

int setmsheader(charecord, char **seg_namesunsigned inhsegmenis
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int setobsize(insizg

int setsampfreq(WFDB_Frequensgmpling_frequengy

int strann(char &nnotation_mnemonic_stripg

WFDB_Date strdat(chardate_string

int strecg(char &nnotation_mnemonic_strihg

WFDB_Time strtim(char time_string

char *timstr(WFDB_Tim&)

int ungetann(WFDB_ Annotat@, WFDB_ Annotation ‘annotation

char *wfdberror(void)

char *wfdbfile(char typg char *record)

void wfdbflush(void)

int wfdbgetslew(WFDB_Signals)

long wfdbgetstart(WFDB_Signa)

int wfdbinit(char *ecord, WFDB_Anninfo *aiarray, unsigned innann
WFDB_Siginfo *siarray, unsigned ininsig)

void wfdbquiet(void)

void wfdbquit(void)

void wfdbsetskw(WFDB_Signals, int skew)

void wfdbsetstart(WFDB_Signal longbyte_offset

void wfdbverbose(void)

DESCRIPTION
Waweform databases (including the MBIH Arrhythmia Database, the AHA Database for Evaluation of
Ventricular Arrhythmia Detectors, and the European ST-T Database) are accessible to applications written
in C and C++ via the functions defined in the WFDB libraddnder UNIX, programs may be linked with
the WFDB library by using thdwfdb option at the end of the C or C++ compiler command. The functions
are described in detail in the reference belo

FILES
UNIX systems:
{usr/lib/libwfdb.a standard (statically bound) library

Jusr/lib/libwfdb.so

{usr/lib/libwfdb.so.M.N  shareable library (bound at run-time, netilble on all systems)On some
systems, one of these pathnames is a link to the, @titeboth are neededyn
others, only one of the pathnames is needed.

usr/lib/libwfdb.sa stubs for linking with applications that ubwfdb.so (not needed on all sys-
tems).

The location of these files may vary on some systems.

MS-DOS/MS Windows systems:
wfdb.lib
standard (small memory model) library

wfdbl.lib
large memory model library

wfdb.dll
dynamic link library for MS Windows

wfdbdll.lib
stubs for linking with applications that uagdb.dl|

SEE ALSO
WFDB Pogrammers Guide
On systems that support GNU emacs,Gwedemay be gailable on-line using emadafo; from
within emacs type control-H folleved byi to find out. An HTML version may be installed on
your system (in/usr/help/html/wpyy the most recent version can be viewed on-line at

116 7April 2003 WFDB software 10.3.6



http://www.physionet.org/physiotools/wpg/
The WFDB library can also be used with Fortran programswé$gie{3) and theGuidefor details.

DIAGNOSTICS
All functions that return amnt indicate errors with rgetive values. Dependingn context, zero returns
may indicate success ailure. Positie values indicate success. Most errors other than EOF are accompa-
nied by diagnostics on the standard error output.

AUTHORS
Geoge B. Moody (george@mit.edu), with contributions from ynaources. Thepredecessor of the
WEFDB library was originally implemented in C by George Moody and Tec:Bblised on earlier designs
by Paul Schluter and Larry $j@. Other contributors of code and ideas include Paul Albrecht, evik
Dakin, Phil Devlin, Scott Greenwald, David Israel, Roger Mark, Joe Mietus, amcbiMVMuldrav. Pat
Hamilton and Bob Farrell contributed ports, to MacOS and Win32 regggcti

SOURCES
http://www.physionet.org/physiotools/wfdb/lib/
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NAME

wfdbf — Wavdorm Database library wrappers for Fortran

SYNOPSIS

118

implicit integer(a-z)

real aduphys, getbasecount, getcfreq, getifreq, sampfreq

character aux(256), desc(80), filetype(32), fname(40), name(20), pathname(80), record(16), string(32),
units(20)

integer a, adcres, adczero, ampl, anntyp, baseline, bsize, caltype, chan, cksum, date frdingroup,

initval, microvolts, mode, nann, nsamp, nsig, num, s, spf, stat, subtyp, time, v(32), value

real gain, frequeng high, low, scale

setanninfo(a, name, stat)

getsiginfo(s, fname, desc, unitsaig, initval, group, fmt, spf, bsize, adcres, adczero, baseline, nsamp,
cksum)

setsiginfo(s, fname, desc, unitsimgy initval, group, fmt, spf, bsize, adcres, adczero, baseline, nsamp,
cksum)

annopen(record, nann)

isigopen(record, nsig)

osigopen(record, nsig)

osigfopen(nsig)

wfdbinit(record, nann, nsig)

setgvmode(mode)

getspf(dummy)

getvec(v)

getframe(v)

putvec(v)

getann(a, time, anntyp, subtyp, chan, num, aux)
ungetann(a, time, anntyp, subtyp, chan, num, aux)
putann(a, time, anntyp, subtyp, chan, num, aux)
isigsettime(time)

isgsettime(group, time)

iannsettime(time)

ecgstr(code, string)

strecg(string)

setecgstr(code, string)

annstr(code, string)

strann(string)

setannstr(code, string)

anndesc(code, string)

setanndesc(code, string)

iannclose(a)

oannclose(a)

timstr(time, string)

mstimstr(time, string)

strtim(string)

datstr(date, string)

strdat(string)

adumuv(s, ampl)

muvadu(s, micreolts)

aduphys(s, ampl)

physadu(s, value)

calopen(fname)

getcal(desc, units, g high, scale, caltype)
putcal(desc, units, W high, scale, caltype)
newcal(fname)
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flushcal(dummy)
getinfo(record, string)
putinfo(string)
newheader(record)
setheader(record, nsig)
wfdbgetslew(s)
wfdbsetslew(s, value)
wfdbgetstart(s)
wfdbsetstart(s, value)
wfdbquit(dummy)
sampfreq(record)
setsampfreq(frequency)
getcfreq(dummy)
setcfreq(frequency)
getifreq(dummy)
setifreq(frequency)
getbasecount(dummy)
setbasecount(frequency)
setbasetime(string)
wfdbquiet(dummy)
wfdbverbose(dummy)
wfdberror(string)
setwfdb(string)
getwfdb(string)
setibsize(value)
setobsize(value)
wfdbfile(filetype, record, pathname)
wfdbflush(dummy)
isann(anntyp)
isgrs(anntyp)
setisgrs(anntyp, value)
mapl(anntyp)
setmapl(anntyp, value)
map2(anntyp)
setmap?2(anntyp, value)
ammap(anntyp)
mamap(anntyp, subtyp)
annpos(anntyp)
setannpos(anntyp, value)

DESCRIPTION
Fortran programs can use the WFDB library to read and wraederm database filesDifferences in
argument-passing ceentions between Fortran and C (the language of the WFDB library) require the use
of a set of wrappers as an interface between the library and Fortran codedked its functions. These
wrappers are contained within 'wfdbf.c’, pided in the ‘fortran’ directory of the WFDB software pack-
age. Wherthe WFDB Softvare Package is installed, a gayf 'wfdbf.c’ is placed in the same directory as
'wfdb.h’ (normally, /usr/include/wfdb).

Most of these wrapper subroutines behdike their similarly-named counterparts in the WFDB library

The functions setanninfo, setsiginfo, and getsiginfo do ne¢ laect equvalents in the WFDB library;

they are provided in order to permitdftran programs to read and write data structures passed to and from
several of the WFDB library functions. Since the contents of these structures are directly accessible by C
programs, these functions are not needed in the C library.
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Before using annopen, set up the annotation information structures using setaAftefaising isigopen

or osigopen, use getsiginfo to obtain the contents of the signal information structures if ned&=fsaey

using osigfopen or setheadase setsiginfo to set the contents of the signal information structBedsre

using wfdbinit, use setanninfo and setsiginfo to set the contents of the annotation and signal information
structures.

To use these wrappers, call them as showrvagliben compile your code together with wfdbf.c and link to
the WFDB library If you are using the GNU g77 compiler (recommended), do so using a command such
as:

g77 -o foo foo.f -DFIXSTRINGS /usr/include/wfdb/wfdbf.c -lwfdb
The wrappers include optionally compiled code thaweds traditional space-terminated Fortran strings to
null-terminated C strings and vicergsa. Thicode is compiled if the symbol FIXSTRINGS is defined, as
in the g77 command abe If you use a different Fortran compiléis code may not be necessaBee
'fortran/README’ for further information about using the WFDB Fortran wrappers.

SEE ALSO

WFDB Pogrammers Guide
On systems that support GNU emacs,Gwedemay be gailable on-line using emadafo; from
within emacs type control-H followed by to find out. An HTML version may be installed on
your system (in/usr/help/html/wply the most recent version can be wied on-line at
http://www.physionet.org/physiotools/wpg/

AUTHOR

George B. Moody (george@mit.edu)

SOURCES
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NAME
annot — WFDB annotation file formats

SYNOPSIS
#include <wfdb/ecgcodes.h>

DESCRIPTION
Programs compiled with the WFDB librarfwfdb) can read annotation files in ewformats. Thepre-
ferred format (MIT format) is compact@aging slightly @er two bytes per annotation) andctensible,
and is normally used for on-line annotation files. The altar@dtrmat (AHA DB distribution format)
uses 16 bytes per annotation, and is normally used only for exchange of files between institutions on
9-track tape. Both formats are binabyt readable on gnmachine without reformatting. WFDB library
applications can distinguish between the formats automatically when opening a file for input.

MIT format:
Each annotation occupies avee number of bytes. The first byte in each pair is the least significant byte.
The six most significant bit#\] of each byte pair are the annotation type code, and the ten remaining bits
(I) specify the time of the annotation, measured in sample gigeftom the previous annotation (or from
the beginning of the record for the first annotation). If @ <= ACMAX, thenAis defined inkwfdb/ecg-
codes.h> Seveal other possibilities exist:

A=SKIP [59.]
| = 0; the next four bytes are the intaivn PDP-11 long integer format (the high 16 bits first, then
the low 16 hbits, with the lav byte first in each pair).

A=NUM [60.]
| = annotationnum field for current and subsequent annotations; otherwise, assuwieugre
annotatiomum (initially 0).

A=SUB[61.]
| = annotationsubtyp field for current annotation only; otherwise, assiguletyp = 0.

A=CHN [62.]
| = annotationchan field for current and subsequent annotations; otherwise, assun@ugichan
(initially 0).

A=AUX [63.]
| = number of bytes of auxiliary information (which is contained in thd hbytes); arextra null,
not included in the byte count, is appendddsfodd.

A=1=0: End of file.

AHA format:
All annotations occupexactly 16 bytes.Within each block, the first byte is unused, the second byte con-
tains the AHA annotation code (an ASCII character;<sgflb/ecgmap.h3, the third through sixth bytes
contain the time (see below) in PDP-11 longgdeteformat as abe, and the seenth and eighth bytes con-
tain an annotation serial number.

In annotation files taken directly from the AHA database digioh tapes, the last eight bytes in each
annotation are unused, and the time V@gin milliseconds measured from thediening of the annotated
segment of the recordin AHA-format annotation files generated by WFDB library applications, annota-
tion times are gien in sample intervals from the beginning of the record, and the last eight bytes of each
annotation contain the MIT annotation subtype (in the ninth byte), the MIT annotation code (in the tenth
byte), and up to six ASCII characters (in the remaining bytes) used to deR¢tWEHM and NOTE
annotations.

SEE ALSO
header(5), signal(5), wfdbcal(5)
WFDB Pogrammers Guide
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AUTHOR
Geoge B. Moody (gemre@mit.edu). Theriginal MIT annotation format &s designed by Paul Schlyter
and the AHA annotation format was designed by Russ Hermes.
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NAME
header — WFDB header file format

DESCRIPTION
For each database record, a header file specifies the names of the associated signal files andutiesir attrib
Programs compiled with the WFDB librarylwfdb) can read header files created hgwheader(see
wfdb(3)). Headerfiles contain line- and field-oriented ASClixte ASCII linefeed characters separate
lines (which may not contain more than 255 characters each, including the linefeed), and spaces or tabs
separate fields (except as noted W¢loBeginning with WFDB library ersion 6.1, an ASCII carriage
return character may precede each linefefeiglds not specifically designated bglas gtional must be
present.

Header files contain at a minimunmezord line, which specifies the record name, the number gifneats,

and the number of signals. Header files for ordinary records (those that contain one segment) also contain a
signal specification lindor each signal. Header files for multi-segment records (supported by WFDB
library version 9.1 and later versions) contasegment specification linor each sgment; se¢he section

on multi-segment records beldor details.

Comment linesnay appear anywhere in a header filéne first printing character in a comment line must
be ‘#. Comment lines that fole the last signal specification line are treated specially Iffeestrings
below). All other comment lines are ignored by WFDB library functions that read header files.

Record line
The first non-emptynon-comment line is theecord line. It contains information applicable to all signals
in the record. lts fields are, from left to right:

record name
A string of characters that identify the recor@ihe record name may include letters, digits and
underscores (*_") only.

number of segmenisptional]
This field, if present, isot separated by whitespace from the record name fielther it follows
a ‘I, which serves as a field separatdthe field is present, it indicates that the record is a multi-
segment record containing the specified number of segments, and that the header file cgntains se
ment specification lines rather than signal specification lifié® number of segments must be
greater than zeroA value of 1 in this field is g, though unlikely to be useful.

number of signals
Note that this is not necessarily equal to the number of signal files, sioc twore signals can
share a signal file. This number must not bgetiee; avaue of zero is lgd, however.

sampling frequency (in samples per second per sidogtijonal]
This number can be expressed ity darmat legd for scan{3) input of floating point numbers
(thus ‘360’, ‘360., ‘360.0’, and ‘3.6e2’ are alldd and equvaent). Thesampling frequenc
must be greater than zero; if it is missing,adue of 250 DEFREQ, defined in<wfdb/wfdb.h>
is assumed.

counter frequency (in ticks per secofoftional]
This field (a floating-point numbein the same format as the sampling frequency) can be present
only if the sampling frequegds dso present. It imotseparated by whitespace from the sampling
frequeng field; ratherit follows a ‘/’, which seres as a field separatofhe sampling and counter
frequencies are used Isyrtim to corvert strings bginning with ‘c’ into sample interls. Typi-
cally, the counter frequeganay be denied from an analog tape counter from page numbers in
a dhart recording. If the counter frequenis asent or not posite, it is assumed to be equal to
the sampling frequeyc WFDB library versions 5.1 and earlier ignore the counter frequéald.

base counter valupptional]
This field can be present only if the counter freqyeiscadso present.lt is not separated by
whitespace from the counter frequeriield; ratherit is surrounded by parentheses, which delimit
it. The base counter alue is a floating-point number that specifies the countduev

WFDB software 10.3.18 5 August 2005 123



corresponding to sample 0f absent, the base counter value is taken to be zero. WFDB library
versions 5.1 and earlier ignore the base counter value field.

number of samples per sigrjaptional]
This field can be present only if the sampling freqyas@so present. If it is zero or missing, the
number of samples is unspecified and checksum verification of the signals is disabled.

base timdoptional]
This field can be present only if the number of samples is also prdse@ntes the time of day
that corresponds to thedianing of the record, in HH:MM:SS format (using a 24-hour clock; thus
13:05:00, or 13:5:0, represent 1:05 pni).this field is absent, the time-camsion functions
assume a value of 0:0:0, corresponding to midnight.

base datgoptional]
This field can be present only if the base time is also present. It contains the date that corresponds
to the beginning of the record, in DD/MM/YYYY format (e.g., 25/4/1989 is 25 April 1989).

Signal specification lines
Each non-emptynon-comment line follaing the record line in a single-segment record contains specifica-
tions for one signal, beginning with signal 0. Header files must cordiioh signal specification lines for
at least as mansignals as were indicated in the record line (the first non-emptycomment line in the
file). Any extra signal specification lines are not read by WFDB library functidirem left to right in
each line, the fields are:

file name
The name of the file in which samples of the signal ep.kTheervironment \ariable WFDB
(the database path) lists the directories in which signal files (as well as WFDB header and annota-
tion files) are found;normally WFDB should include an initial empty component, so that signal
files can be kept in gdirectory if they are designated by absolute path names in the header file.
If the file name specifies that the signal file is to be found in a directory that is not already in
WFDB, that directory is appended to the endvdFDB (by functions that read header files in
WFDB library version 6.2 and lateexsions). Althougithe record name is usually part of the sig-
nal file name, this caention is not a requirement (see, e.g., examples 3, 4, and \b)belnte
that seeral signals can share the same file (i.e.y tten belong to the same signal group); all
entries for signals that share aayi file must be consecwud, howeve. The file name ‘-’ refers to
the standard input or outpufhe sum of the lengths of the file nhame and description fields (see
below) is limited to 80 characters.

format This field is an integer that specifies the storage format of the sighaignals in a gien group
are stored in the same formdthe most common formats are format 8 (eight-bit firdedinces)
and format 16 (sixteen-bit amplitudesgeesignal(5) (or <wfdb/wfdb.h> for a list of other sup-
ported formats. The following three optional fields, if present, are bound to the format field (i.e.,
not separated from it by whitespacefiey may be considered as format modifiers, sincg fie
ther describe the encoding of samples within the signal file.

samples per framgptional]
If present, this field follows an ‘x’ that serves as a field separ&tormally, al signals in a gien
record are sampled at the (base) sampling frequas®ecified in the record linein this case,
the number of samples per frame is 1 for all signals, and this fieldventimmally omitted. If the
signal was sampled at some integer multipleof the base sampling frequendoweve, each
frame (set of samples returned ¢pgtframée containsn samples of the signal, and the value speci-
fied in this field is alsm. (Note that non-integer multiples of the base sampling frequanecnot
supported.) WFDBibrary versions 8.3 and earlier ignore this field if it is present, and cannot
properly read signal files that contain more than one sample per signal per frame.

skew[optional]
If present, this field follows a ‘' that serves as a field separdttwally within a given record,

samples of different signals with the same sample number are simultaneous (within one sampling
interval). If this is not the case (as, for example, when a multitrack analog tape recording is
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digitized and the azimuth of the playback head does not match that of the recording head), the
skew ketween signals can sometimes determined (for example, by locating recardédrnv
features with known time relationships, such as calibration signals). If this has been done, the
skew field may be inserted into the header file to indicate the (p&siimber of samples of the
signal that are considered poecedesample 0.These samples, if gnare included in the check-

sum, but cannot be returned dstvecor getframe (thus the checksum need not be changed if the
skew field is inserted or modified). WFDB libraressions 9.1 and earlier ignore this field if it is
present; lateversions correctly degw sgnals in accordance with the contents of this field.

byte offsefoptional]
If present, this field folls a ‘+’ that serves as a field separathiormally, Sgnal files include
only sample data. If a signal file includes a preamblejeher, this field specifies the offset in
bytes from the bginning of the signal file to sample O (i.e., the length of the preamblaja
within the preamble is not included in the signal checksum. Note that the fsgerofist be the
same for all signals within agn group (use the shv field to correct for intersignal sl). This
feature is preided only to simplify the task of reading signal files not generated using the WFDB
library; theWFDB library does not support ymeans of writing such files, and bytdsats must
be inserted into header files manuaMy/FDB library versions 4.4 and earlier ignore bytésefs;
these versions returnapreamble data as samples.

ADC gain (ADC units per physical unjgptional]
This field is a floating-point number that specifies théedihce in sample values that would be
obsered if a step of one piical unit occurred in the original analog signebr ECGs, the gin
is usually roughly equal to the Rameamplitude in a lead that is roughly parallel to the mean car
diac electrical axis. If the gain is zero or missing, this indicates that the signal amplitude is uncali-
brated; in such cases, a value of 2DEFGAIN, defined in<wfdb/wfdb.h> ADC units per pis-
ical unit may be assumed.

baseline (ADC unitgopptional]
This field can be present only if the ADC gain is also present. nibtiseparated by whitespace
from the ADC gain field; ratheit is surrounded by parentheses, which delimit it. The baseline is
an integer that specifies the sampdéue corresponding to O physical units. If absent, the baseline
is taken to be equal to the ADC zero. Note that the baseline need not be a value within the ADC
range; forexample, if the ADC input range corresponds to 200—-300 degrelinkKthe baseline
is the (extended precision) value that would map togdesss Klvin. WFDBIibrary versions 5.0
and earlier ignore baseline fields.

units[optional]
This field can be present only if the AD@ig is also present. It follows the baseline field if that
field is present, or the gain field if the baseline field is absent. It is not separated by whitespace
from the previous fieldrather it follows a /', which seres as a field separatofhe units field is
a dharacter string without embedded whitespace that specifies the typgsidgbtunit. If the
units field is absent, the yical unit may be assumed to be one walti WFDB library versions
4.7 and earlier ignore units fields.

ADC resolution (bitsjoptional]
This field can be present only if the AD@ig is also present. It specifies the resolution of the
analog-to-digital coverter used to digitize the signallypical ADCs ha&e resolutions between 8
and 16 bits. If this field is missing or zero, the default value is 12 bits for amplitude-format sig-
nals, or 10 bits for difference-format signals (unlessagetosalue is specified by tHermatfield).

ADC zerdoptional]
This field can be present only if the ADC resolution is also present. It is an integer that represents
the amplitude (sample value) that would be observed if the analog signal present at the ADC
inputs had a el that fell xactly in the middle of the input range of the ADEor a hipolar
ADC, this value is usually zero, but a unipolar (offset binary) ADC usually produces a non-zero
value in the middle of its rangeTogether with the ADC resolution, the contents of this field can
be used to determine the range of possible sanales. Ifthis field is missing, a value of zero is
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assumed.

initial value [optional]
This field can be present only if the ADC zero is also predéespecifies the value of sample 0 in
the signal, but is used only if the signal is stored in difference format. If this field is missing, a
value equal to the ADC zero is assumed.

checksunfoptional]
This field can be present only if the initial value is also present. It is a 16-bit signed checksum of
all samplesn the signal. (Thus the checksum is independent of the storage folfrtaiE) entire
record is read without skipping samples, and the hesad=drd line specifies the correct number
of samples per signal, this field is comparediagt a computed checksum to verify that the signal
file has not been corrupted value of zero may be used as a field placeholder if the number of
samples is unspecified.

blodk sze[optional]
This field can be present only if the checksum is present. This field is gerirted is usually
zero. Ifthe signal is stored in a file that must be read in blocks of a specific sizeyehahis
field specifies the block size in bytes. (On UNIX systems, this is the case only for character spe-
cial files, corresponding to certain tape and disk files. If necessaryhe block size may begin
as a ngaive number to indicate that the associated file lacks I/@edsupport forfseek3) opera-
tions.) Allsignals belonging to the same signal groweHhae same block size.

description[optional]
This field can be present only if the block size is presénly text between the block size field
and the end of the line is &k to be a description of the signal. When creativg reeords, fol-
low the style used to document the signalsxisteng header filesUnlike the other fields in the
header file, the description may include embedded spaces; note that whitespace between the block
size and description fields is not considered to be part of the descriptieeveholf the descrip-
tion is missing, the WFDB library functions that read header files supply a description of the

Info grings

Comment lines that follw the last signal specification line in a header file can be read and written by the
WFDB library functionsgetinfo andputinfo; the contents of these lines (excluding the initial ‘#" comment
character) are referred to as ‘info strings’. There must be no whitespace preceding the initialy#irie an
that is to be recognized lggtinfo. form “recordxxx, signaln” .

Multi-segment records

126

Each non-emptynon-comment line following the record line in the topdeheader file of a multi-ggment
record contains specifications for one segment, beginning wgthesg 0. (Info strings cannot be used in
the top-leel header file of a multi-segment recordTpp-level header files must contain valid gseent
specification lines for at least as mpasegments as were indicated in the record liday extra sgment
specification lines are not read by WFDB library functions.

A segments simply an ordinary (single-segment) record, with is1dheader and signal files. By includ-

ing segments in a multi-segment record, the signals within them can be read by WFDB applications as if
they were continuous signals, beginning with those in segment 0 and continuing with thogmémisé,

with no need for the applications to doytiing special to mee from one segment to anothefhe only
restrictions are that segments cannot thenesebontain other segments {theustbe single-sgment

records), the sampling frequencies must not change from segment to segment, and the number of samples
per signal must be defined for each segment in the record line of the segmvartieader file.

Two types of multi-segment records are defined. fixed-layoutrecord, the arrangement of signals is con-

stant across all segments, and the signal gain, baseline, units, ADC resolution and zero, and description
match for corresponding signals in algsgents (these recommendations are not enforced by the WFDB
library, but existing applications are likely to befeawnpredictably if thg are not folloved). Notehow-

eva, that it is not necessary to use the same signal storage format ignadiregs, and significant spacesa

ings may be possible in some cases by selecting an optimal format for gamnseEaclsegment of a
fixed-layout record is an ordinary record containing one or more samples.
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In avariable-layoutrecord, the arrangement of signals mayyvsgnals may be absent in somegsents,

and the gains and baselines may change betwegemesés. Avariable-layout record can be identified by

the presence of layout sgment which must be segment 0 and mustena ength of 0 samples. The lay-

out segment has no associated signal files; its header file specifies the desired arrangement of signals and
their gains and baselines. Signal file names in a layout segment header are recordeWhsn"tead

using WFDB library version 10.3.17 or latéine signals of a variable layout record are rearranged, shifted,

and rescaled as needed in order to present the signals in the arrangement and wiitls dreddoaselines
specified in the layout segment header.

Segment specification lines
Each segment specification line contains the following fields, separated by whitespace:

record name
A string of characters identifying the singlegseent record that comprises thgsent. Asin the
record line, the record name may include letters, digits, and underscores (‘_’) only.

number of samples per signal
This number must match the number specified in the header file for the single-segment record that
comprises the segment.

Variable-layout records may contamull sggmentswhich can be identified if the record nameepiin the
segment specification line is “"The number of samples per signal indicates the length of the goikes;
when read, these samples@ddhe value WFDB_INYXLID_DATA (defined in <wfdb/wfdth>). Null seg-
ments do not hee associated header or signal files.

Examples:
Example 1 (MIT DB recar100):
100 2 360 650000 0:0:0 0/0/0
100.dat 212 200 11 1024 995 -22131 0 MLII
100.dat 212 200 11 1024 1011 20052 0 V5

# 69 M 1085 1629 x1
# Aldomet, Inderal

This header specifies 2 signals each sampled at 360 Hz, each 650000 samples (sigB@lyrinutes)

long. Thestarting time and date were not recorded; in the example, the defaults\are Bhbthg might

be omitted without changing the meaning of the headerHiseh signal is stored in 12-bit bit-packed-for

mat (2 samples per 3 bytes; signal(5) for details), and one file contains both signals. Since the filename
given (100.daj does not include path information, WFDB library-based programs will find the signal file
only if it is located in one of the directories specified by WHEDB ervironment \ariable. Thegan for

each signal was the (default) 200 ADC units per mihit (the default physical unit), and the ADC had
11-bit resolution and an offset such that its outpag w024 ADC units géen an nput exactly in the middle

of its range. The baseline is novei explicitly, but may be assumed to be equal to the ADC zero value of
1024. Thefirst samples acquired hadlues of 995 and 1011 (i.e., both signalgahedightly below O

VDC). Thechecksums of the 650000 samples are -22131 and 20052, and I/O may be performed in blocks
of ary desired size (since the block size fields are zero). The signal descriptions specify which leads were
used (MLII: modified lead II).Finally, the last tve lines contain ‘info strings’.(In this example, the first

info string specifies the seand age of the subject and data about the recording, and the second lists the
subjects medications. Theontents and format of info stringary between databases; it is not wise to rely

on the presence of specific data in info strings, since their use in header files is optional.)

Example 2 (AHA DB recdr7001):
7001 2 250 525000
/db1/data0/d0.7001 8 100 10 0 -53 -1279 0 ECG signal O
/dbl/datal/d1.7001 8 100 10 0 -69 15626 0 ECG signal 1

This header illustrates fhioon-line AHA DB records were formerlydpt at MIT Note that the sampling
frequeny and ADC specifications differ from the previousaenple. Inthis example, each signal is kept in
its owvn signal file, specified by its absolute pathname. As shown here, AHA DB records may be kept in
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8-bit first difference format, but the sampling rate requires that the signals be scaled down (from 12-bit to
10-bit ADC resolution) to stay within the slaate limits imposed by the format. Note that signal check-
sums (-1279 and 15626 in thisaenple) are devid from the reconstructed sample values, and not from the
first differences; thuthey should not change if the signals are reformatted.

Example 3 (Local recar8l):
8l 16
dataO 8
datal 8

datal5 8

This example illustrates horelatve pathnames can be used for user-created recdfdtata* files in the
proper format are created inyaof the directories named by tNe€FDB ervironment variable, thebecome
the signal files for record 8I.

Example 4 (Piped recdrl6x4):
# Fiped record 16x4. Use this record to read or write 4 signals
# using the standard 1/O.
16x4 4
-16
-16
-16
-16

This example illustrates geral features not seen in the earli@amples. Thespecial file name ‘-’ means

that samples will be read from the standard input or written to the standard output when using this record.
All four signals are associated with the same filé&e signals are kept in 16-bit amplitude formd@he
example includes tav comment lines, which are ignored by the WFDB library functions that read header
files.

Example 5 ("ahatape" header file):
# Use this record on a UNIX system to read directly
# from a 9-track AHA DB distribution tape with
# 4096-byte blocks. The tape must be positioned
# to the beginning of the ECG data file before
# using this record.

ahatape 2 250
/dev/nrmt0 16 0 12 0 0 0 4096
/dev/nrmt0 16 0 12 0 0 0 4096

As in the previous xample, both signals are associated with the same file; in this case, the file is
/dev/nrmtQ the non-rewinding na 9-track tape drie (on some systems, the name of this device may dif-
fer). Theblock size must be specified in this case, since 1/O to or fronv devdce (character special file)

is not uffered by the operating system and must be performed in the units appropriate todbgidehis

case, the tape block size). AHA DB tapes written at 1600 bpi contain 4096 bytes per block (i.e.,01024 tw
byte samples from each of theawgnals).

Example 6 ("multi" header file):
multi/3 2 360 45000
100s 21600
null 1800
100s 21600

This header file is a sample of a multgseent record. The first line contains the record name ("multi"),

the number of segments (there are 3), the number of signals (2; this must be the same in each segment), the
sampling frequenc(360), and the total length of the record in sample intervals (45000; this must be the
sum of the segment lengths).
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The second line contains the record name ("100s") of the fgstes# of the record, and its length in sam-
ple intervals (21600)The third and fourth lines contain the record names and lengths of the remagiing se
ments. Theemaining lines are comments.

Note that a ggment may appear more than once in a multi-segment record, as in this sample, and that stor
age formats may vary between segments (the second segment is a "null" record, containing format 0 "sig-
nals", and the others are written in format 8).

This record may be read byyaRVFDB application built using WFDB libraryevsion 9.1 or later;the
application need not bevare that this is a multi-segment record. Earlier versions of the WFDB library do
not support multi-segment records (or format O signals).

Old format
Versions 2.3 through 4.6 of the WFDB library included support for reading header files written in an obso-
lete format. This support has been remtbfrom WFDB library version 5.0. Obsolete-format header files
can be brought up-to-date usirayise (in theconvertdirectory of the WFDB software distribution).

SEE ALSO
annot(5), signal(5), wfdbcal(5)
WFDB Pogrammers Guide

AUTHOR
George B. Moody (george@mit.edu)
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NAME
signal — WFDB signal file formats

DESCRIPTION
WFDB signal files exist in seral formats. Any of these formats can be used for multket Sgnal files,
in which samples from tavor nore signals are stored alternateBeeheader(5) for information on ha to
identify which of the formats belois used for a particular signal file.

Format 8
Each sample is represented as an 8-bit firéergifice; i.e.fo get the value of sample sum the firstn
bytes of the sample data file together with the initial value from the headewfiien format 8 files are
created, first dfierences which cannot be represented in 8 bits are represented instead by the fengest dif
ence of the appropriate sign (-128 or +127), and subsequent differences are adjusted such that the correct
amplitude is obtained as quickly as possibléus there may be loss of information if signals in another of
the formats listed belo are corverted to format 8. Note that the first differences stored in muktoléor-
mat 8 files are alays determined by subtraction of successamples from the same signal (otherwise sig-
nals with baselines which differ by 128 units or more could not be represented this way).

Format 16
Each sample is represented by a 16-bit’sveomplement amplitude stored least significant byte fibgty
unused high-order bits are sign-extended from the most significantisitorically, the format used for
MIT-BIH and AHA database distriltion 9-track tapes was format 16, with the addition of a logical EOF
(octal 0100000) and null-padding after the logical EOF.

Format 61
Each sample is represented by a 16-bit $vaomplement amplitude stored most significant byte first.

Format 80
Each sample is represented by an 8-bit amplitudefgetobinary form (i.e., 128 must be subtracted from
each unsigned byte to obtain a signed 8-bit amplitude).

Format 160
Each sample is represented by a 16-bit amplitude in offset binary form (i.e., 32,768 must be subtracted
from each unsigned byte pair to obtain a signed 16-bit amplitude). As for format 16, the least significant
byte of each pair is first.

Format 212
Each sample is represented by a 12-bit'sveomplement amplitude. The first sample is obtained from the
12 least significant bits of the first byte pair (stored least significant byte fifs8.second sample is
formed from the 4 remaining bits of the first byte pair (which are the 4 high bits of the 12-bit sample) and
the next byte (which contains the remaining 8 bits of the second sariple)process is repeated for each
successie pair of samples. Most of the signal files in PhysioBank are written in format 212.

Format 310
Each sample is represented by a 10-bit'twcomplement amplitude. The first sample is obtained from the
11 least significant bits of the first byte pair (stored least significant byte first), withathait Idiscarded.
The second sample comes from the 11 least significant bits of the second hytetipaisame way as the
first. Thethird sample is formed from the 5 most significant bits of each of the fioshytte pairs (those
from the first byte pair are the least significant bits of the third sample). Note that the unused bit in each
byte pair is set to zero when using the WFDB library to write a format 310 signal file. The entire process is
then repeated for each successet of three samples.

Format 311
Each sample is represented by a 10-bd’swcomplement amplitude. Three samples are bit-packed into a
32-bit integer as for format 310, but the layout idedd@nt. Eaclset of four bytes is stored in little-endian
order (least significant byte first, most significant byte last). The first sample is obtained from the 10 least
significant bits of the 32-bit inger, the second is obtained from the next 10 bits, the third from the next 10
bits, and the te most significant bits are unused (note that these bits are set to zero when using the WFDB
library to write a format 311 signal file). This process is repeated for each suecessif three samples.
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SEE ALSO
annot(5), header(5), wfdbcal(5)
WFDB Pogrammers Guide

AUTHOR
George B. Moody (george@mit.edu)
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NAME

wfdbcal — WFDB calibration file format

DESCRIPTION

Programs compiled using the WFDB library (seflb(3)) require calibration data in order to sert
between sample values (expressed in analog-to-digitabdenunits, or adus) and physical unitalibra-

tion files specify the physical characteristics of calibration pulses that may be presanous Wypes of
signals, and specify customary scales for plotting these signalsig1l) reads the signal file(s) for a
record, measures the size of the calibration pulses it finds in adus, and uses specifications from a calibration
file to determine adu-to-physical unit e@rsion parameters, theag’ and ‘baseline’ fields that it writes
back into the header file for the recor@ther programs, such aschart(1), male use of the ‘gain’ and
‘baseline’ fields from the header file to determingvhio convert adus into physical units, and use custom-
ary scale specifications from a calibration file to determing twconvert physical units into units of
length on a printed page or on-scre@most users will find that a single calibration file, perhaps a system-
wide default, can be used with all of their WFDB records.

Calibration files are line-oriented text files. Lines are separated by a carriage-return/line-feéaqtair
type of signal to be calibrated is described by a one-line.eflry format of each entry is:
DESC<tab>LOW HIGH TYPE SCALE UNITS
whereDESC is a string, possibly containing embedded spaces but not tabs, ftakn the signal descrip-
tion field of the header file entry for signals of the desired ty@%/ andHIGH are the physical measure-
ments that correspond to the low- and high-amplitude phases of the calibrationTpylR&especifies the
shape of the calibration pulse (‘sine’, ‘square’, or ‘undefineBQALE specifies the customary scale in
physical units per centimeter; andNITS is a string (without embedded whitespace) that specifies the
physical units of the signal (e.g., ‘mV’, ‘mmHg’, ‘deces_Celsius’). ILOW is ‘-, the signal is A-cou-
pled, andHIGH is taken as the peak-to-peak amplitude of the calibration pulS®/ mustbe defined
(i.e., must not be *-") for DC-coupled signald.HIGH is *-, the size of the calibration pulse is undefined.

Lines that bgin with ‘#’, empty lines, and improperly formatted lines are treated as comments and ignored.

The WFDB library functiorgetcal, used by programs such ealsig(1), psfd(1), andwave(1) to obtain cal-
ibration data from a calibration file, returns the first entry that matches a sigasdription and unitsA
calibration file entry is considered to match a signal iDESC field is either an exact match or a prefix of
the signal description aswvgn in the header file, and if th@NITS field in the calibration file is anxact
match of the units field in the header fiRBy making use of these barules, it is possible to write a calibra-
tion file that contains entries forweeal specific cases folleed by a ‘catch-all’ case for which tiRRESC
field contains only the common prefix.

Note thatSCALE specifications are advisgmot mandatory The intended use &CALE is to specify the
customary size for signals, and the rekatizes of signals of varying types. When determinif§GALE

for a signal type for which there is no customary scale, a good rule of thumb is that the typical short-term
range of variation of the plotted signal should be on the order of one centingstprinkmind that it may

be useful to mak measurements on plots,wever, and choose a scale that makes such measurements easy
to perform. Programs that dwasignals at non-standard scales should generally adjust the scales for all sig-
nals by the same factamless the user specifies otherwise.

Examples
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# A simple example of a WFDB calibration file

ECG -1dnelmV

NBP 0100 square 100 mmHg

IBP 0- square 100 mmHg

Resp - undefined 11
In this example, the first line is a comment. The second line specifies that signals whose descrijtions be
with ‘ECG’ are AC-coupled, hee wits of millivolts (mV), hare 1 nV (peak-to-peak) sine-avecalibration
signals, and are customarily drawn at a scale of 1 mV/te. third line specifies that signals of the ‘NBP’
type are DC-coupled, ka wits of millimeters of mercury (mmHg), squarewecalibration signals that go
from 0 to 100 mmHg, and are customarily drawn at a scale of 100 mmHg/cm. The fourth line specifies that
signals of the ‘IBP’ type are DC-coupled (sinc®W is specified), also ka wits of mmHg, and are
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customarily drawn at a scale of 100 mmHg/cur, that calibration pulses may vary in amplitude. The last
line specifies that ‘Resp’ signals are AC-coupled (slto®V is not specified), he alibration pulses of
variable size and shape, andsbanits of liters [l].

An entry of the form:
ECG lead | -1snelmVv
matches ‘ECG lead II' as well as ‘ECG lead I', because of the prefix rule (se®.afdECG lead I' and
‘ECG lead II' were to require different calibrations for some reason, an entry of the form:
ECG lead Il -2dne 1l mVv
should be insertebeforethe entry for ‘ECG lead I'.

Programs that display time series extracted from annotation files i@e(1), which can display the
sequence of ‘num’ fields in an annotation file as a signal) can use calibration records to choose an ordinate
scale. Theseecords can be included in the calibration file, with annotator names used in place of the signal
type, and ‘units’ as the units typé&n entry with signal type "ann" can be used as a default for calibrating
data from files whose annotator names do nwe fmtries. For example, the default calibration file con-
tains these entries:

edr --undefined 200 units

ann -- undefined 100 units The first specifies that data from 'edr’ annotation files are to be dis-
played at a nominal 200 units per centimefBne second specifies that files from other types of annotation
files are to be displayed at 100 units per centimeter.

ENVIRONMENT
Programs compiled with the WFDB library use the environmaniallle WFDBCAL to determine the
name of the calibration file. Calibration files must be located in one of the directories named by the WFDB
path (sesetwfdi§l)).

SEE ALSO
calsig(1), setwfdb(1), annot(5), header(5). signal(5)
WFDB Pogrammers Guide

AUTHOR
George B. Moody (george@mit.edu)
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Installing the WFDB Software Package

George B. Moody
Harvard-MIT Division of Health Sciences and Technologyntaidge, MA, USA

This appendix briefly describes how to install the WFDB SeftsvPackage on a new system. The package
includes C-language sources for the WFDB library and fortrabthe applications described in this manual, sources
for this manual, thaVFDB Programmer’s Guideand theWAVE User’s Guideand a one-minute sample record
(100s).

The latest version of the package can always be downloadedinge form fromht t p: / / physi onet . or g/ -
physi ot ool s/ wf db. sht m ,the WFDB home page on PhysioNet. Binaries for popular dperaystems and
development snapshots are also usually available there.

The process for installing the package is the same on afbophas, and is documented in detail in the quick-start
guides for the popular platforms that can be found on the WDBie page. In brief:

1.

5.

Install any prerequisites needed for your platforiihese includegcc (the GNU Compiler Collection),
related software development tools suchnake, a supported HTTP client library (eithéri bcurl or

[ i bwwwy; this can be omitted if NETFILES support is not desired), X\dew libraries (needed for WAVE
only), and X11 (needed by XView). All of these componentsfege (open-source) software available for all
popular platforms, including GNU/Linux, Mac OS X, MS Windsyand Unix. The quick start guides list
recommended packages and where to find them.

. Download and unpack the WFDB Software Packaggsions for all platforms are built from a single package

of portable sources; the most recent package is alwaysaaihtht t p: / / physi onet . or g/ physi o-
t ool s/ wfdb. tar.gz.

. Configure the package for your systeftneconf i gur e script creates a customized building procedure for

your system and allows you a few choices about where to Irtkapackage.

. Make and verify a test buildThe package includes a set of test scripts that are run téy\masic operations

of the WFDB library and many of the applications, permittthgm to be tested before installation.

Make, install, and test a final build.

See the quick start guide for your platform for detailed dbgpstep instructions.
Important: Although you may be able to compile the WFDB Software Packesiieg a proprietary compiler,
this isnot supported
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Evaluating ECG Analyzers

George B. Moody
Harvard-MIT Division of Health Sciences and Technologyntaidge, MA, USA

Summary

This paper describes how to evaluate an automated ECG &nalging available annotated ECG databases and
software, in compliance with standard evaluation protecdlrhese protocols have been adopted as parts of the
American National Standard for Ambulatory Electrocardimghs (ANSI/AAMI EC38:1998, and its predecessor,
ANSI/AAMI EC38:1994), and theAmerican National Standard for Testing and Reporting Renfince Results

of Cardiac Rhythm and ST Segment Measurement Algori{dNSI/AAMI EC57:1998). They include earlier
evaluation protocols developed for an AAMI Recommendedt®a, Testing and Reporting Performance Results of
Ventricular Arrhythmia Detection Algorithnf& AMI ECAR, 1987). It will be most useful to readers who planuse

the suite of evaluation software included in the WFDB SofemMaackageht t p: / / www. physi onet . or g/ -
physi ot ool s/ wf db. sht m ); this suite of software includes the reference implemtiona of the evaluation
protocols specified in EC38 and EC57.

1 Introduction

Continuous monitoring of the electrocardiogram in bottaitignts and ambulatory subjects has become a very com-
mon procedure during the past thirty years, with diversdiagiions ranging from screening for cardiac arrhythmias
or transient ischemia, to evaluation of the efficacy of arftighmic drug therapy, to surgical and critical care mon-
itoring. Since the first intensive care units were establishh the 1960s, the need for automated data reduction
and analysis of the ECG has been apparent, motivated by thdarge amount of data that must be analyzed (on
the order of10° cardiac cycles per patient per day). As clinical experieinas led to the identification of more
and more prognostic indicators in the ECG, clinicians haa@anded and received increasingly sophisticated auto-
mated ECG analyzers. The early heart rate monitors rapidijved into devices that were designed first to detect
ventricular fibrillation, then other “premonitory” venttilar arrhythmias. Many newer devices attempt to detect
supraventricular arrhythmias and transient ischemic Sanges.

Visual analysis of the ECG is far from simple. Accurate diagjs of ECG abnormalities requires attention to
subtle features of the signals, features that may appegrardly, and which are often obscured by or mimicked
by noise. Diagnostic criteria are complicated by inter- artca-patient variability of both normal and abnormal
ECG features. Given these considerations, it is not sungriat developers are faced with a difficult task in the
design of algorithms for automated ECG analysis, and tleatehults of their efforts are imperfect. Certain parts of
the problem — QRS detection in the absence of noise, for ekampare well-solved by most current algorithms;
others — detection of supraventricular arrhythmias, faaraple — remain exceedingly difficult. Just as we may
find it easiest to analyze “textbook” examples, automate E@alyzers may perform better while analyzing the
recordings used during their development than when appiéatal-world” signals.

Since automated ECG analyzers vary in performance, and #ireir performance is dependent on the charac-
teristics of their input, quantitative evaluations of thekevices are essential in order to assess the usefulnémsrof t
outputs. At one extreme, a device’s outputs in the context pdirticular type of signal may be so unreliable as to
be worthless; unfortunately, the other extreme — an outpuesable it can be accepted uncritically — is not a
characteristic of any existing monitor, nor can it be expdan the future.
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1.1 ECG Databases

Several databases of ECG recordings are generally awifablevaluating ECG analyzers. They serve several
important needs:

e They contairrepresentativeignals. Wide variations in ECG characteristics amongesttbjseverely limit the
value of synthesized waveforms for testing purposes. R@atiests of ECG analyzers require large sets of
“real-world” signals.

e They containrarely observed but clinically significarsignals. Although it is not particularly difficult to
obtain recordings of common ECG abnormalities, often thtbae are most significant are rarely recorded.
Both developers and evaluators of ECG analyzers need erarapsuch recordings.

e They containstandardsignals. System comparisons are meaningless unless parice is measured using
the same test data in each case, since performance is sglgttama-dependent.

e They contairannotatedsignals. Typically, each QRS complex has been manuallytatewby two or more
cardiologists working independently. Theferenceannotations produced as a result serve as a “gold standard”
against which a device’s analysis can be compared quawditat

e They containdigitized, computer-readablgignals. It is therefore possible to perform a fully autoeakt
strictly reproducible test in the digital domain if desiredlowing one to establish with certainty the effects
of algorithm modifications on performance.

Standards EC38 and EC57 require the use of the following E@@bases:

e AHA DB: The American Heart Association Database for Evaluatioviesttricular Arrhythmia Detectors (80
records, 35 minutes each)

e MIT DB : The Massachusetts Institute of Technology—Beth Israshiial Arrhythmia Database (48 records,
30 minutes each)

e ESC DB: The European Society of Cardiology ST-T Database (90 d=s;dwo hours each)
e NST DB: The Noise Stress Test Database (12 records, 30 minutel each

e CU DB: The Creighton University Sustained Ventricular Arrhytlarbatabase (35 records, 8 minutes each)

Each of these databases represents a very substantiabsffoany workers; in particular, the AHA, MIT, and ESC
databases each required more than five years of sustairmtiafflarge teams of researchers and clinicians from
many institutions. Nevertheless, it should be recognibatiéven these databases do not fully represent the variety
of “real-world” ECGs observed in clinical practice. Althgli these databases permit standardized, quantitative,
automated, and fully reproducible evaluations of analymeformance, it is risky to extrapolate from the results of
such evaluations to expectations of real-world perfornear®uch extrapolations can be particularly error-prone if
the evaluation data were also used for development of thiysisalgorithm, since the algorithm may have been
(perhaps unintentionally) “tuned” to its training set. hasild also be noted that the first four of the databases
listed above were obtained from Holter ECG recordings;alth the frequency response of the Holter recording
technique is not usually a limiting factor in the performamé an ECG analyzer, it may tend to favor devices that are
designed to analyze Holter recordings over devices that bhaen designed to analyze higher-fidelity input signals.

1Sources: ECRI, 5200 Butler Pike, Plymouth Meeting, PA 19462 (AHA DB); MIT-BIH Database Distribution, MIT Room E2505A,
77 Massachusetts Avenue, Cambridge, MA 02139 USA (MIT, N&d,CU databases); CNR Institute of Clinical PhysiologynPater Labora-
tory, via Trieste, 41, 56100 Pisa, Italy (ESC DB). Excepttfer AHA DB, all are available in whole or in part from PhysiaNet t p: / / ww. -
physi onet . org/).
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1.2 Evaluation Protocols

Between 1984 and 1987, the Association for the Advancenfaviedical Instrumentation (AAMI) sponsored the
development of a protocol for the use of the first two of theatabases, which was published as an AAMI Rec-
ommended Practice Between 1990 and 1998, the ambulatory ECG subcommitteecofhMI ECG committee
developed and revised a standard for ambulatory ECG mangignificant portions of which address the issue of the
accuracy of automated analysis performed by some of theses$é The ambulatory ECG standard EC38:1998,
and the “testing and reporting performance results” stech&57:1998, build on the evaluation protocol adopted
for the earlier Recommended Practice (ECAR), incorpoggtirovisions for the use of all five of the databases listed
above, with extensions for assessing detection of suptaselar arrhythmias and transient ischemic ST changes.
The standard breaks new ground in establishing specifiatiagaequirements for the performance of automated
ECG analyzers on standard tests using the databases lixied.a

A significant constraint imposed on evaluators by the EC38dsrd is that they must obtain annotation files
containing the analysis results of the device under testhobigh the device itself need not produce these files,
EC38 specifically requires that they be produced by an augaarocedure, which must be fully disclosed. The
intent of this requirement is to permit reproducible indegent evaluations in which neither the proprietary data of
the developers (the analysis algorithms) nor that of théuewars (the test signals and reference annotations) need
necessarily to be disclosed. By defining the interface betvike developer and the evaluator to be the annotation
file, the responsibilities of each party are clearly defirtbé: developer must make certain that the device’s outputs
are recorded in the annotation file in the manner intendedhbydeveloper, but in the language of the standard;
the evaluator must make certain that the algorithms usedrtgpare the device’s annotation files with the reference
annotation files conform to the specification of the standarde format and content of these annotation files is
specified in detail below. For many existing devices, it mayifficult or impossible to obtain such annotation files
without the cooperation of the developers. Newly-desigiexces should incorporate the necessary “hooks” for
producing annotation files.

1.3 Software to Support Evaluations

This paper describes a suite of programs that support ei@hsaf automated ECG analyzers in accordance with the
methods described in the EC38 and EC57 standards (as whbhse ih the earlier ECAR Recommended Practice).
These methods are sufficiently complex that the developofesuch a suite of programs is not an afternoon’s work.
By making generally available reference implementatidnthie evaluation algorithms, much needless duplication
of effort may be avoided. By circulating them in source foronother users, we may hope to find and correct
any bugs, with the eventual result that evaluators of devét®muld not have to bear the burden of evaluating the
evaluation technique itself. By using them for evaluatjomsy ambiguities in the English specification of the
evaluation algorithms are resolved in a consistent marorezdch device tested. These programs are written in C
and run under MS-DOS or UNIX. They have been made availabpaeaof the WFDB Software Package. In this
paper, the names of these programs are prihtdde t hi s.

2 Evaluating an ECG Analyzer

The major task facing an evaluator is that of presentingefierence signals to the device under test, and collecting
annotation files from the device. The details of this task véty for each device, but a few general hints are given
below. A second task, that of obtaining reference heartmaasurements, should be a much simpler job. Once
all of this information has been gathered, the remainingkwequired — that of comparing the device’s analysis
against the “gold standard” — can be performed automagicall

2Testing and Reporting Performance Results of Ventricutahyshmia Detection AlgorithmsPublication AAMI ECAR (1987); succeeded
by ANSI/AAMI EC57:1998, available from AAMI, 1110 N Glebe Bd, Suite 220, Arlington, VA 22201 USA.

3American National Standard for Ambulatory Electrocardimphs Publication ANSI/AAMI EC38:1998; available from AAMI (alless
above).
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2.1 Presenting Signals to the Analyzer

Two distinctly different types of tests are possible. If thevice can accept digital inputs, the reference signals
can be supplied in that form (perhaps after resampling witbr mto convert the digitized samples to the expected
sampling frequency and numerical range, and possibly witlit@nal digital signal processing to simulate the signal
conditioning normally performed by the device’s front-etteta acquisition hardware). The primary advantage of
testing in the digital domain is that the test is (or shoulyl &tectly reproducible, since no noise or additional
guantization error can be introduced in this way. This méthsually avoids the issue of synchronization of the test
annotations with the reference signals discussed below.

Testing in the analog domain requires that analog signalsdreated from the digital signals. (It should be noted
that even the analog versions of the MIT and AHA databaséstve been available in the past were recreated from
the digitized signals by the database developers.) Thengalya of this approach is that it exercises the entire system
including the front-end data acquisition hardware. It iofdifficult, however, to establish synchronization bedwe
the signal source and the analyzer, needed in order to peomiparisons of annotations. One way of dealing with
this problemis to arrange for the analyzer’s sampling ckodkigger the digital-to-analog converter used to receat
the analog signals, or to arrange for an external clock ggér both D/A conversion in the playback system and
A/D conversion in the analyzer. Another method is to begid and the signal generation process by delivering
signals from the analyzer to the playback device, and reéagtthie analyzer’s clock time at the times of the signals;
assuming that both the analyzer and the playback device $tabée clocks, event times in the analyzer’s frame
of reference can be converted to database sample numbergeby interpolation. The WFDB software package
includes a progranms@npl e) that uses a Microstar DAP 2400-series analog interfacedb@ad an MS-DOS PC
to recreate analog signals from digital database recorda3ROMs or magnetic disk files.

2.2 Obtaining Test Annotation Files

For any ambulatory ECG monitor that incorporates automatedysis functions, the EC-38 standard requires the
manufacturer to implement and disclose a method for produteist annotation files. Independent evaluators should
seek assistance from the manufacturer in any case, sincaathefacturer’s interpretation of the device’s outputs in
the language of EC-38 is definitive (in effect, the annotafie generation techniqgue becomes part of the system
under test). Note that generation of annotation files ne¢th@synchronous with data acquisition; a device might
conceivably store all of the necessary data until the enti@tést, and only then write the file. Neither does the
standard require that an annotation be determined withjrfiaed amount of time, as would be expected of devices
designed to trigger pacing, for example. Furthermore, BGi3cifically allows for the possibility that the device
under test might not produce the annotation file directlyarf external hardware or software is required to do
so, however, it must be made generally available or spedifisdfficient detail by the manufacturer to permit an
independent evaluator to obtain test annotation files.

Annotation files contain a label (an annotation) for each bed for certain other features of the signals, such as
rhythm and ST changes. Annotations are stored in time ondenmotation files. The “time” of an annotation is that
of the sample in the signal file with which the annotation soasated> The WFDB library (included in the WFDB
software package) includes C-callable functiogst(ann andput ann) for reading and writing annotations. In a
C program, annotations appear as data structures corgairB2-bitt i ne field together with a pair of 8-bit fields
that encode the annotation type and sub-tgynt yp andsubt yp [sic], respectively), and a variable-lengthx
field usually used to store text. In annotation files, thesmtation structures are usually stored in a variable-lengt
bit-packed format averaging slightly more than 16 bits peratation®

Test annotation files may include the following:

e Beat annotationsThese need not coincide precisely with the reference beaitations, since the evaluation
protocol allows a time difference of up to 150 ms between gaaih of matching beat annotations. All

4Source: Microstar Laboratoriett t p: / / www. st ar | abs. cond . External analog anti-aliasing filters (to reduce “stasing”) and
attenuators (to obtain patient-level signals) may alsoeleiired, depending on the system to be evaluated. DAP boardalso be used with
sanpl e to create new database records.

5Times in annotation and signal files are usually expresseshample numbergthe number of samples in the signal file that precede the
sample in question).

6Test annotations that include heart rate or ST measuremenisre substantially more storagget ann andput ann can also use the
original AHA DB format (containing fixed-length annotat®mnl6 bytes each), but this format should not be used for atiahs of devices that
incorporate ST analysis functions, since the space alaifabtheaux data is too small to store ST measurements.
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beat annotations are mapped during the evaluation pronasshe set{ N, V, F, S, Q} (corresponding to
normal, ventricular ectopic, ventricular fusion, supnatreeular ectopic, and unclassifiable or paced beats
respectively); devices need not be capable of producingf #lese annotations, but any beat annotations that
they do produce will be translated into one of these types Sthndard specifies the mapping used for the
annt yp values defined irwf db/ ecgcodes. h>. (This file is included in the WFDB Software Package.)
Any beat annotations that appear in the first five minutes etand (the “learning period”) are ignored in the
evaluation process. The remainder of the record (the “tsb@”) must be fully annotated. Note in particular
that the last beat of some records may be very close to thedagple; since the analyzer may reach the end
of the input signals before producing an annotation for ttst beat, it may be necessary to “pad” the input
data for a few seconds at the end of the record to permit thigzarao emit its final beat annotation.

e Shutdown annotationsif the device suspends its analysis because of poor sigradityj or for any other
reason, it should mark the periods during which analysisispended. The evaluation software tallies beats
missed during such periods separately from beats missethat times. The beginning of each period of
shutdown may be marked usingN®l SE annotation withsubtyp = —1, and the end of each period of
shutdown may be marked using\® SE annotation withsubtyp = 0 (see the source fdyxb for notes on
other acceptable methods of marking shutdown).

e Ventricular fibrillation annotationsThe beginning and end of each detected episode of vergrithtillation
should be marked using=ON andVFOFF annotations.

e Other rhythm annotations'hese should include@HYTHMannotations marking the beginning and end of each
detected episode of atrial fibrillation. The beginning ofte@pisode should be marked with ahAFI B”
rhythm annotation, i.e., an annotation wihnt yp = RHYTHMandaux ="\ 05( AFI B", where \ 05" is
C notation for a byte with the value 5 (ASCII control-E). Nemptyaux fields always begin with a byte that
specifies the number of data bytes that follow; in this cdse five characterd ( A F | B) of the string.
The end of each episode should be marked with any other rhgtimatation (for examplé\ 02( N").

e Heart rate measurementgach type of heart rate measurement (including any hetaroreRR interval vari-
ability measurements) made by the device under test sheudd$igned a measurement numberbetween
0 and 127. AVEASURE annotation should be recorded for each heart rate measotewith subtyp = m
and with the measurement in thex field, as an ASCII-coded decimal number.

e ST deviation measurements available, these should be provided in thex fields of beat annotations, as
ASCII-coded decimal numbers indicating the deviations inrovolts from reference levels established for
each signal from the first 30 seconds of each record. For ebeartf8b - 104" indicates a 25.V elevation
in signal 0 and a 104V depression in signal 1. If ST measurements are omitted &oynbeat annotation,
the evaluation software assumes they are unchanged fronptheious values.

e Ischemic ST change annotatioriBheseSTCH annotations should mark the beginning and end of each de-
tected episode of ischemic ST change. ST change annotatwesadditional information in theux field as
for rhythm annotations: the beginning of each episode iskethby an { STns’ annotation, and the end of
each episode by é&5Tng) ” annotation, whera indicates the signal affectedq” or “1”), andsindicates ST
elevation (*”) or depression (*”). n may be omitted if the episode detection criteria depend atufes of
both signals. The extremum of each episode may optionalipdred with an ASTnsn{ annotation, where
n ands are defined as above, antis the ST deviation in microvolts, relative to a referenceeleestablished
as above.

e Comment annotationsAnnotations withannt yp = NOTE and any desired string data aux may be
included anywhere in an annotation filOTE annotations are ignored by the standard evaluation saftwar
they may be used, for example, to record the values of intafgarithm variables for debugging purposes.

Note that only beat annotations are absolutely requiredshannotation files. ST deviation measurements within
beat annotations, and the other types of annotations lebede, only need to be recorded for devices that are
claimed by their manufacturers to provide optional feadui® detection of ventricular or atrial fibrillation, mea-
surement of ST deviations, or detection of ischemic ST chang
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If the time units in the test annotation files are not the sasith@se in the reference annotation files (for example,
becausef or mwas used to change the sampling frequency of the signal filasdigital-domain test), the time
units must be rescaled before proceeding with the comparigbis may be done by using or mto rewrite the
test annotation files with the original sampling frequehcy.

Details of the ST deviation measurement and episode detectiteria used in producing the reference annota-
tion files for the ESC database may be found in several sofirsiese, however, that many techniques for measuring
ST deviation and for detecting transient ischemic ST chaage possible, and that to date the best evaluation results
have been obtained for analyzers using criteria that do thetg@t to mimic those used by the human experts who
annotated the database.

2.3 Obtaining Reference Heart Rate Data

The final step of preparation for the evaluation is to pro¢hegeference annotation files to obtain reference heart
rate annotation files. These files must contain heart ratesanement annotations with the same measurement
numbers assigned as for the test heart rate annotatioysnéeel not necessarily contain beat or other annotations
from the reference annotation files. Quoting from EC38,

To evaluate the accuracy of heart rate measurement, thestwashall implement and disclose a method
for obtaining heart rate measurements using the referemoetation files (the ‘reference heart rate’).
This method need not be identical to the method used by thiealander test, but in general it will be
advantageous if it matches that method as closely as pessibl

It will generally be in the manufacturer’s interest to prd&ia program for generating reference heart rate annotation
files, to avoid the need for an independent evaluator to devih,a likely result of less than optimal agreement
with the test heart rate measurements. The WFDB softwarkagacincludes a sample implementation of such a
program éxanpl es/ r ef hr . c); note that it will need to be customized for each device ttelséed.

Note that measurement errors are normalized by the mear ehlihe reference measurements in each record.
Be certain that this mean value cannot be Z&ro!

3 Comparing Annotation Files

Once the test annotation files and the reference heart ratgation files have been obtained, the remainder of the
evaluation procedure is straightforward. All of the infation needed to characterize the analysis performed by the
device under test is encoded in the test annotation filestaslyn all of the information needed to characterize the
actual contents of the test signals is encoded in the referannotation and reference heart rate annotation files.
The evaluation procedure thus entails comparison of thatesreference annotation files for each record.

Four programs are provided in the WFDB Software Packagehfsmurpose:

e bxb compares annotation files beat by beat; its output includ®S,QYEB, and (optionally) SVEB sensitivity
and positive predictivity, as well as RR interval error ahdtslown statistics.

e I Xr compares annotation files run by run; its output includedni@rar (and, optionally, supraventricular)
ectopic couplet, short run (3-5 beats), and long run (6 orerbeats) sensitivity and positive predictivity.

e epi cnp compares annotation files episode by episode; its outpludas ventricular fibrillation, atrial fib-
rillation, and ischemic ST detection statistics as well@nparisons of ST deviation measurements.

"The obvious alternative, using or mto rewrite the reference annotation files at the time theditjres are resampled, should not be used
in a formal evaluation. Because of the possibility that mgsiing the reference annotation files might result in moviefgrence annotations
into or out of the test period, or changing the lengths ofegés, doing so might produce results that could not be direotmpared with those
obtained in a standard evaluation.

8See, for example, thEuropean ST-T Database Directonyp. vi-vii, supplied with the ESC DB; or Taddei, A., et allHe European ST-T
database: development, distribution, and uSsfmputers in Cardiology7:177-180 (1990).

9For certain types of HRV or RRV measurements (though notdartrate measurements), this is a potential problem. Onéaois to add
a small positive offset to any measurement with an expecteal mean. It is within the letter, though not the spirit, of $tandard protocol, to
add a very large number in such a case, so as to make the ercenfage arbitrarily small. The mean value of the refereneasurements must
be reported; this should serve as a disincentive to thisosd@reative abuse of the standard. An honest approach métat &dd an offset on the
order of the expected standard deviation of the individuehsurements.
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e Mxmcompares measurements from a test annotation file and @mekeheart rate annotation file; its output
indicates measurement errér.

The WFDB Software Package also includes three related gnagyr

e sumst at s reads certain output files generatediib, r xr , epi crp, andmxm and calculates aggregate
statistics for a set of records.

e pl ot st mgenerates scatter plots of ST deviation measurementctadl®yepi cnp.

e ecgeval automates the entire comparison procedure by runhixly, r xr , epi cnp, andmxmfor each
record, collecting their output, then runnisgnst at s (and optionallypl ot st n), and finally printing the
results.

To obtain a concise summary of how to use any of these progiaolsding a list of any command-line options,
simply run the program without any command-line argumerRefer to theWFDB Applications Guidewhich
accompanies the WFDB Software Package, for details.

In most cases, it will be easiest to collect all of the annotdiles before beginning the comparison, and then to
perform the comparison by typing:

ecgeval

The program asks for the test annotator name, the namesdéthleases used for testing, and what optional detector
outputs should be evaluated.
Only the statistics required by EC38 and EC57 are reportegldgeval . If more detailed evaluation data are
needed, it will be necessary to rbmb, r xr, etc., separately. If file space is extremely limited, it nh@necessary
to delete each test annotation file after it has been comp@adst the reference file, before the next test annotation
file can be created; in such cases, it may also be necessamynppthe user to change media containing signal or
reference annotation files, or to reset the device undebtdste beginning each record. Optionatlg,geval can
generate a script (batch) file of commands, which can becttitaccommodate special requirements such as these.
For example, suppose we have obtained a set of test anmofigg®with the annotator nameg bw’, which we
wish to compare against the reference annotation files ¢atormame &t r ”) ** and reference heart rate annotation
files (annotator nameht r ”). The portion of the evaluation script generateddngeval for MIT DB record 100
is:

bxb -r 100 -a atr yow -L bxb. out sd. out
rxr -r 100 -a atr yow -L vruns.out sruns.out
nKkm-r 100 -a htr yow -L hrO.out -mO
epicnp -r 100 -a atr yow -L -A af. out

-V vf.out -S st.out stm out

(The last two lines shown above form a single command. ke command gathers statistics on measurement
number O; if other heart rate measurements are defimed) should be run once for each such measurement,
substituting the appropriate measurement numbe@ fiothe output file naméyr 0. out , and the final argument.)
Statistics for the remainder of the MIT DB are obtained byesng these commands, substituting in each the
appropriate record names f@00. Once these commands have been run for all of the recordsetioed-by-
record statistics will be found in nine filebXb. out ,sd. out ,vruns. out,sruns. out,hr 0. out,af. out,
vf.out, st.out,andst m out). The first eight of these files contain one line for each rdéérsunst at s

can read any of these files, and calculates aggregate paricmstatistics; to use it, typstnst at s file”, where

file is the name of one of these files. The outpus ofirst at s contains a copy of its input, with aggregate statistics
appended to the end. Typically this output might be savedile o be printed later, e.g.,

197 mis not restricted to comparison of heart rate measuremérnter types of measurements are available, they may bgared in the
same manner as heart ratesriym

Annotation files for any given record are distinguished byatator names, which correspond to the “extension” of therfdme. The
reference annotation files supplied with the databases thevannotator nameat r ” (originally “at r ut h” because &” was intended to
indicate the file type, and‘r ut h” because ... well, because the annotations are supposedrtioebTruth).

125t m out contains one line for each ST deviation measurement thatempared; in this examplst m out would be empty since the
reference annotation files of the MIT DB do not contain ST déwh measurements.
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sumst at s bxb. out >>report. out

A scatter plot of the ST measurement comparisons perforngezbb cnp can be produced using ot st m
the output of which can be printed directly on any PostSqntter. For example, to make a plot file fet m out ,

type:

pl ot stm st m out >stm ps

4 Studying Discrepancies

Having conducted an evaluation as described above, a comguestion is “what were the errors®xb andr xr
can help answer such questions.

bxb can generate an output annotation file (with annotator ndmb™) in which all matching beat annotations
are copied from the test annotation file, and each mismatiettisated by aNOTE annotation, with theux field
indicating the element of the confusion matrix in which thismmatch is tallied (e.g.,n” represents a beat called
a VEB by the reference annotator and a normal beat by the testtator). Programs such &s ew, wave, and
wvi ew!? can be used to search for and display the waveforms assaidtie the mismatches. To generate an
output annotation file, add theo option to thebxb command line, as in:

bxb -r 100 -a atr yow -L bxb.out sd.out -0

A particularly useful way to document an evaluation is tapa full disclosure report withhxb output annotations,
using the programpsf d (also included in the WFDB Software Package). This may bermplished by preparing
a file containing a list of the names of the records to be pdif¢all itl i st ), and then using the command:

psfd -a bxb |ist >output.ps

The fileout put . ps can be printed on any PostScript printer. Rasf d without any arguments for a summary of
its (humerous) options; try a short test before making agl@et of printouts, which can take a long time.

Bothbxb andr xr accept a v option to run in “verbose” mode, in which each discrepanagorted in the
standard error output. When runningr , this feature is useful for finding missed and falsely detéctctopic
couplets and runs.
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A Using the AHA Database

Since the AHA DB is not available in the standard PhysioBamknfat used by all of the other databases, the WFDB
Software Package includes a pair of programs that convestiad from AHA DB distribution tapes or floppy disks
into files in PhysioBank formaa2mconverts AHA annotation files, aral2mconverts AHA signal files and also
generates header (hea) files. (Run these programs without command-line argumientdbtain instructions on
their use.) Usin@2mandad2m all 80 AHA DB records can be stored in roughly 130 Mb of disksp (assuming
use of the standard 35-minute records). These programdsanedormat old (pre-1989) MIT DB tapes written in
the AHA DB distribution format.

Itis also possible to read and write AHA tape-format filesedity using the WFDB library; refer to th&/FDB
Programmer’s Guiddor details.

By ew (for MS-DOS),wave (for Linux, Solaris, and SunOS) and/i ew (for MS Windows) are included in the WFDB Software Package.
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B Noise stress testing

With respect to many tasks performed by an ECG analyzerirdpaith noise is the major problem faced by system
designers. Although measurements such as ST deviation enabthined reliably in clean signals, the presence of
noise may render them inaccurate. In some instances, iffisisat to recognize the presence of noise and either to
mark measurements as unreliable or to avoid making measutsraltogether. In other cases, excluding noisy data
is inappropriate (for example, given the multiple corrilas among physical activity, noise, and transient isclagmi
excluding noisy signals is likely to introduce samplingdia an ischemia detector).

It is difficult to measure the effects of noise on an ECG aralywing ordinary recordings. Even if existing
databases include an adequate variety of both ECG signdlsi@ise, the sample size is certainly too small to
include all combinations of noise and ECG signals that magrim®untered in clinical use. In ordinary recordings,
it is difficult or impossible to separate the effects of ndisen the intrinsic problems of analyzing clean signals of
the same type.

The noise stress test circumvents these problems. By adaisg in calibrated amounts to clean signals, any
combination of noise and signal types is possible. Sinchk tha noise-corrupted signal and the clean signal can be
analyzed (in separate experiments) by the same analyeeeffibcts of noise on the analysis are readily separable
from any other problems that may arise while analyzing tleaclisignals. Finally, since the test can be repeated
using different amounts of noise, it is possible to charémeanalyzer performance as a function of signal-to-noise
ratio.

The major criticisms of the noise stress test are that nat@#le is additive, and that the characteristics of the
added noise may not perfectly match those of noise obsenvelinical practice. These points, though formally
irrefutable, do not negate the value of the test. In practivast of the troublesome noise is additive; thus (given
appropriate inputs) the noise stress test can simulate ofidlse noisy signals of interest. The NST DB includes
noise recordings made using standard ambulatory ECG etlxtrand recorders, but with electrodes placed on the
limbs of active volunteers in configurations in which thejsalis ECG is not apparentin the recorded signals. Given
the recording technique used, it is not surprising that tieracteristics of the recorded noise closely match those
of noise in standard ambulatory ECG recordings. Althoughdl be argued that the particular muscles responsible
for the recorded noise might produce different signals tihase that generate the EMG present in noisy ECGs, no
such differences are apparent from comparisons of eitleesitinals or their power spectra.

The NST DB includes a small set of ECG records with calibraedunts of added noise. EC38 specifies that
performance on these records must be reported, althougbanifis performance levels are required. Prograst
can be used to generate additional records for noise sastasg. To do so, choose an ECG record and a noise record
(the latter may béow, em or na from the NST DB, or any other available noise recording). Rsh and answer
its questions to generate a noisy ECG record that may thersée in the same way as any other WFDB record.
By default,nst adds no noise during the first five minutes of the record, titets aoise for the next two minutes,
none for the following two minutes, and repeats this pattdrtwo minutes of noise followed by two minutes of
clean signals for the remainder of the record. The scal@fadbr the noise, if determined byst , are adjusted
such that the signal-to-noise ratios are equal for eaclakigime durations of the noisy periods, and the scale factors
for each signal, are recorded inpaotocol annotation filewhich is generated bgst unless an existing protocol
annotation file is supplied as input. To change these pammeimply edit the protocol annotation file (using, for
exampler dann to convert it to text form, any text editor to make the modificas, andw ann to convert it back
to annotation file format), then rerurst using the protocaol file to generate a new record.
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